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Preface

General Approach and Mathematical Level

This text was designed for a one-semester course that covers the essential topics
needed for a fundamental understanding of basic statistics and its applications in
the fields of engineering and the sciences. A balance between theory and application
is maintained throughout the text. Coverage of analytical tools in statistics is
enhanced with the use of calculus when discussion centers on rules and concepts in
probability. Students using this text should have the equivalent of the completion
of one semester of differential and integral calculus. Linear algebra would be helpful
but not necessary if the instructor chooses not to include Section 7.11 on multiple
linear regression using matrix algebra.

Class projects and case studies are presented throughout the text to give the
student a deeper understanding of real-world usage of statistics. Class projects
provide the opportunity for students to work alone or in groups to gather their
own experimental data and draw inferences using the data. In some cases, the
work conducted by the student involves a problem whose solution will illustrate
the meaning of a concept and/or will provide an empirical understanding of an
important statistical result. Case studies provide commentary to give the student
a clear understanding in the context of a practical situation. The comments we
affectionately call “Pot Holes” at the end of each chapter present the big pic-
ture and show how the chapters relate to one another. They also provide warn-
ings about the possible misuse of statistical techniques presented in the chapter.
A large number of exercises are available to challenge the student. These exer-
cises deal with real-life scientific and engineering applications. The many data
sets associated with the exercises are available for download from the website
http:/ /www.pearsonhighered.com/mathstatsresources.

Content and Course Planning

This textbook contains nine chapters. The first two chapters introduce the notion
of random variables and their properties, including their role in characterizing data
sets. Fundamental to this discussion is the distinction, in a practical sense, between
populations and samples.

In Chapter 3, both discrete and continuous random variables are illustrated
with examples. The binomial, Poisson, hypergeometric, and other useful discrete
distributions are discussed. In addition, continuous distributions include the nor-
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mal, gamma, and exponential. In all cases, real-life scenarios are given to reveal
how these distributions are used in practical engineering problems.

The material on specific distributions in Chapter 3 is followed in Chapter 4 by
practical topics such as random sampling and the types of descriptive statistics
that convey the center of location and variability of a sample. Examples involv-
ing the sample mean and sample variance are included. Following the introduc-
tion of central tendency and variability is a substantial amount of material dealing
with the importance of sampling distributions. Real-life illustrations highlight how
sampling distributions are used in basic statistical inference. Central Limit type
methodology is accompanied by the mechanics and purpose behind the use of the
normal, Student ¢, x?, and f distributions, as well as examples that illustrate their
use. Students are exposed to methodology that will be brought out again in later
chapters in the discussions of estimation and hypothesis testing. This fundamental
methodology is accompanied by illustration of certain important graphical meth-
ods, such as stem-and-leaf and box-and-whisker plots. Chapter 4 presents the first
of several case studies involving real data.

Chapters 5 and 6 complement each other, providing a foundation for the solu-
tion of practical problems in which estimation and hypothesis testing are employed.
Statistical inference involving a single mean and two means, as well as one and two
proportions, is covered. Confidence intervals are displayed and thoroughly dis-
cussed; prediction intervals and tolerance intervals are touchad upon. Problems
with pau'ed observations are covered in detail.

In Chapter 7, the basics of simple linear regression (SLR) and multiple linear
regression (MLR) are covered in a depth suitable for a one-semester course. Chap-
ters 8 and 9 use a similar approach to expose students to the standard methodology
associated with analysis of variance (ANOVA). Although -regression and ANOVA
are challenging topics, the clarity of presentation, along with case studies, class
projects, examples, and exercises, allows students to gain an understanding of the
essentials of both.

In the discussion of rules and concepts in probability, the coverage of analytical
tools is enhanced through the use of calculus. Though the material on multiple
linear regression in Chapter 7 covers the essential methodology, students are not
burdened with the level of matrix algebra and relevant manipulations that they
would confront in a text designed for a two-semester course.

Computer Software

Case studies, beginning in Chapter 4, feature computer printout and graphical
material generated using both SAS® and MINITAB®. The inclusion of the com-
puter reflects our belief that students should have the experience of reading and
interpreting computer printout and graphics, even if the software in the text is not
that which is used by the instructor. Exposure to more than one type of software
can broaden the experience base for the student. There is no reason to believe that
the software used in the course will be that which the student will be called upon
to use in a professional setting.
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Supplements

Instructor’s Solutions Manual. This resource contains worked-out solutions to all
text exercises and is available for download from Pearson’s Instructor Resource
Center at www.pearsonhighered.com/irc.

Student’s Solutions Manual. ISBN-10: 0-321-78399-9; ISBN-13: 978-0-321-78399-
8. This resource contains complete solutions to selected exercises. It is available
for purchase from MyPearsonStore at www.mypearsonstore.com, or ask your local
representative for value pack options.

PowerPoint® Lecture Slides. These slides include most of the figures and tables
from the text. Slides are available for download from Pearson’s Instructor Resource
Center at www.pearsonhighered.com/irc.

Looking for more comprehensive coverage for a two-semester course? See the more
comprehensive book Probability and Statistics for Engineers and Scientists, 9th
edition, by Walpole, Myers, Myers, and Ye (ISBN-10: 0-321-62911-6; ISBN-13:
978-0-321-62911-1).
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Chapter 1

Introduction to Statistics
and Probability

1.1 Overview: Statistical Inference, Samples, Populations,
and the Role of Probability

Beginning in the 1980s and continuing into the 21st century, a great deal of at-
tention has been focused on improvement of quality in American industry. Much
has been said and written about the Japanese “industrial miracle,” which began
in the middle of the 20th century. The Japanese were able to succeed where we
and other countries had failed—mnamely, to create an atmosphere that allows the
production of high-quality products. Much of the success of the Japanese has
been attributed to the use of statistical methods and statistical thinking among
management personnel.

Use of Scientific Data

The use of statistical methods in manufacturing, development of food products,
computer software, energy sources, pharmaceuticals, and many other areas involves
the gathering of information or scientific data. Of course, the gathering of data
is nothing new. It has been done for well over a thousand years. Data have
been collected, summarized, reported, and stored for perusal. However, there is a
profound distinction between collection of scientific information and inferential
statistics. It is the latter that has received rightful attention in recent decades.
The offspring of inferential statistics has been a large “toolbox” of statistical
methods employed by statistical practitioners. These statistical methods are de-
signed to contribute to the process of making scientific judgments in the face of
uncertainty and variation. The product density of a particular material from a
manufacturing process will not always be the same. Indeed, if the process involved
is a batch process rather than continuous, there will be not only variation in ma-
terial density among the batches that come off the line (batch-to-batch variation),
but also within-batch variation. Statistical methods are used to analyze data from
a process such as this one in order to gain more sense of where in the process
changes may be made to improve the quality of the process. In this process, qual-
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ity may well be defined in relation to closeness to a target density value in harmony
with what portion of the time this closeness criterion is met. An engineer may be
concerned with a specific instrument that is used to measure sulfur monoxide in
the air during pollution studies. If the engineer has doubts about the effectiveness
of the instrument, there are two sources of variation that must be dealt with.
The first is the variation in sulfur monoxide values that are found at the same
locale on the same day. The second is the variation between values observed and
the true amount of sulfur monoxide that is in the air at the time. If either of these
two sources of variation is exceedingly large (according to some standard set by
the engineer), the instrument may need to be replaced. In a biomedical study of a
new drug that reduces hypertension, 85% of patients experienced relief, while it is
generally recognized that the current drug, or “old” drug, brings relief to 80% of pa-
tients that have chronic hypertension. However, the new drug is more expensive to
make and may result in certain side effects. Should the new drug be adopted? This
is a problem that is encountered (often with much more complexity) frequently by
pharmaceutical firms in conjunction with the FDA (Federal Drug Administration).
Again, the consideration of variation needs to be taken into account. The “85%”
value is based on a certain number of patients chosen for the study. Perhaps if the
study were repeated with new patients the observed number of “successes” would
be 75%! It is the natural variation from study to study that must be taken into
account in the decision process. Clearly this variation is important, since variation
from patient to patient is endemic to the problem.

Variability in Scientific Data

In the problems discussed above the statistical methods used involve dealing with
variability, and in each case the variability to be studied is that encountered in
scientific data. If the observed product density in the process were always the
same and were always on target, there would be no need for statistical methods.
If the device for measuring sulfur monoxide always gives the same value and the
value is accurate (i.e., it is correct), no statistical analysis is needed. If there
were no patient-to-patient variability inherent in the response to the drug (i.e.,
it either always brings relief or not), life would be simple for scientists in the
pharmaceutical firms and FDA and no statistician would be needed in the decision
process. Statistics researchers have produced an enormous number of analytical
methods that allow for analysis of data from systems like those described above.
This reflects the true nature of the science that we call inferential statistics, namely,
using techniques that allow us to go beyond merely reporting data to drawing
conclusions (or inferences) about the scientific system. Statisticians make use of
fundamental laws of probability and statistical inference to draw conclusions about
scientific systems. Information is gathered in the form of samples, or collections
of observations. The process of sampling will be introduced in this chapter, and
the discussion continues throughout the entire book.

Samples are collected from populations, which are collections of all individ-
uals or individual items of a particular type. At times a population signifies a
scientific system. For example, a manufacturer of computer boards may wish to
eliminate defects. A sampling process may involve collecting information on 50
computer boards sampled randomly from the process. Here, the population is all
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computer boards manufactured by the firm over a specific period of time. If an
improvement is made in the computer board process and a second sample of boards
is collected, any conclusions drawn regarding the effectiveness of the change in pro-
cess should extend to the entire population of computer boards produced under
the “improved process.” In a drug experiment, a sample of patients is taken and
each is given a specific drug to reduce blood pressure. The interest is focused on
drawing conclusions about the population of those who suffer from hypertension.

Often, it is very important to collect scientific data in a systematic way, with
planning being high on the agenda. At times the planning is, by necessity, quite
limited. We often focus only on certain properties or characteristics of the items or
objects in the population. Each characteristic has particular engineering or, say,
biological importance to the “customer,” the scientist or engineer who seeks to learn
about the population. For example, in one of the illustrations above the quality
of the process had to do with the product density of the output of a process. An
engineer may need to study the effect of process conditions, temperature, humidity,
amount of a particular ingredient, and so on. He or she can systematically move
these factors to whatever levels are suggested according to whatever prescription
or experimental design is desired. However, a forest scientist who is interested
in a study of factors that influence wood density in a certain kind of tree cannot
necessarily design an experiment. This case may require an observational study
in which data are collected in the field but factor levels can not be preselected.
Both of these types of studies lend themselves to methods of statistical inference.
In the former, the quality of the inferences will depend on proper planning of the
‘experiment. In the latter, the scientist is at the mercy of what can be gathered.
For example, it is sad if an agronomist is interested in studying the effect of rainfall
on plant yield and the data are gathered during a drought.

The importance of statistical thinking by managers and the use of statistical
inference by scientific personnel is widely acknowledged. Research scientists gain
much from scientific data. Data provide understanding of scientific phenomena.
Product and process engineers learn a great deal in their off-line efforts to improve
the process. They also gain valuable insight by gathering production data (on-
line monitoring) on a regular basis. This allows them to determine necessary
modifications in order to keep the process at a desired level of quality.

There are times when a scientific practitioner wishes only to gain some sort of
summary of a set of data represented in the sample. In other words, inferential
statistics is not required. Rather, a set of single-number statistics or descriptive
statistics is helpful. These numbers give a sense of center of the location of
the data, variability in the data, and the general nature of the distribution of
observations in the sample. Though no specific statistical methods leading to
statistical inference are incorporated, much can be learned. At times, descriptive
statistics are accompanied by graphics. Modern statistical software packages allow
for computation of means, medians, standard deviations, and other single-
number statistics as well as production of graphs that show a “footprint” of the
nature of the sample, including histograms, stem-and-leaf plots, scatter plots, dot
plots, and box plots.
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The Role of Probability

From this chapter to Chapter 3, we deal with fundamental notions of probability.
A thorough grounding in these concepts allows the reader to have a better under-
standing of statistical inference. Without some formalism of probability theory,
the student cannot appreciate the true interpretation from data analysis through
modern statistical methods. It is quite natural to study probability prior to study-
ing statistical inference. Elements of probability allow us to quantify the strength
or “confidence” in our conclusions. In this sense, concepts in probability form a
major component that supplements statistical methods and helps us gauge the
strength of the statistical inference. The discipline of probability, then, provides
the transition between descriptive statistics and inferential methods. Elements of
probability allow the conclusion to be put into the language that the science or
engineering practitioners require. An example follows that will enable the reader
to understand the notion of a P-value, which often provides the “bottom line” in
the interpretation of results from the use of statistical methods.

Example 1.1:‘ Suppose that an engineer encounters data from a manufacturing process in which
100 items are sampled and 10 are found to be defective. It is expected and antic-
ipated that occasionally there will be defective items. Obviously these 100 items
represent the sample. However, it has been determined that in the long run, the
company can only tolerate 5% defective in the process. Now, the elements of prob-
ability allow the engineer to determine how conclusive the sample information is
regarding the nature of the process. In this case, the population conceptually
represents all possible items from the process. Suppose we learn that if the process
is acceptable, that is, if it does produce items no more than 5% of which are de-
fective, there is a probability of 0.0282 of obtaining 10 or more defective items in
a random sample of 100 items from the process. This small probability suggests
that the process does, indeed, have a long-run rate of defective items that exceeds
5%. In other words, under the condition of an acceptable process, the sample in-
formation obtained would rarely occur. However, it did occur! Clearly, though, it
would occur with a much higher probability if the process defective rate exceeded
5% by a significant amount. o |

From this example it becomes clear that the elements of probability aid in the
translation of sample information into something conclusive or inconclusive about
the scientific system. In fact, what was learned likely is alarming information to the
engineer or manager. Statistical methods, which we will actually detail in Chapter
6, produced a P-value of 0.0282. The result suggests that the process very likely
is not acceptable. The concept of a P-value is dealt with at length in succeeding
chapters. The example that follows provides a second illustration.

Example 1.2:% Often the nature of the scientific study will dictate the role that probability and
deductive reasoning play in statistical inference. Exercise 5.28 on page 221 provides
data associated with a study conducted at Virginia Tech on the development of a
relationship between the roots of trees and the action of a fungus. Minerals are
transferred from the fungus to the trees and sugars from the trees to the fungus.
Two samples of 10 northern red oak seedlings were planted in a greenhouse, one
containing seedlings treated with nitrogen and the other containing seedlings with
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no nitrogen. All other environmental conditions were held constant. All seedlings
contained the fungus Pisolithus tinctorus. More details are supplied in Chapter 5.
The stem weights in grams were recorded after the end of 140 days. The data are
given in Table 1.1.

Table 1.1: Data Set for Example 1.2
No Nitrogen Nitrogen

0.32 0.26

0.53 0.43

0.28 0.47

0.37 0.49

0.47 0.52

0.43 0.75

0.36 0.79

0.42 0.86

0.38 0.62

0.43 0.46
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Figure 1.1: A dot plot of stem weight data.

In this example there are two samples from two separate populations. The
purpose of the experiment is to determine if the use of nitrogen has an influence
on the growth of the roots. The study is a comparative study (i.e., we seek to
compare the two populations with regard to a certain important characteristic). It
is instructive to plot the data as shown in the dot plot of Figure 1.1. The o values
represent the “nitrogen” data and the x values represent the “no-nitrogen” data.

Notice that the general appearance of the data might suggest to the reader
that, on average, the use of nitrogen increases the stem weight. Four nitrogen ob-
servations are considerably larger than any of the no-nitrogen observations. Most
of the no-nitrogen observations appear to be below the center of the data. The
appearance of the data set would seem to indicate that nitrogen is effective. But
how can this be quantified? How can all of the apparent visual evidence be summa-
rized in some sense? As in the preceding example, the fundamentals of probability
can be used. The conclusions may be summarized in a probability statement or
P-value. We will not show here the statistical inference that produces the summary
probability. As in Example 1.1, these methods will be discussed in Chapter 6. The
issue revolves around the “probability that data like these could be observed” given
that nitrogen has no effect, in other words, given that both samples were generated
from the same population. Suppose that this probability is small, say 0.03. That
would certainly be strong evidence that the use of nitrogen does indeed influence
(apparently increases) average stem weight of the red oak seedlings. A
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How Do Probability and Statistical Inference Work Together?

It is important for the reader to understand the clear distinction between the
discipline of probability, a science in its own right, and the discipline of inferen-
tial statistics. As we have already indicated, the use or application of concepts in
probability allows real-life interpretation of the results of statistical inference. As a
result, it can be said that statistical inference makes use of concepts in probability.
One can glean from the two examples above that the sample information is made
available to the analyst and, with the aid of statistical methods and elements of
probability, conclusions are drawn about some feature of the population (the pro-
cess does not appear to be acceptable in Example 1.1, and nitrogen does appear
to influence average stem weights in Example 1.2). Thus for a statistical problem,
the sample along with inferential statistics allows us to draw conclu-
sions about the population, with inferential statistics making clear use
of elements of probability. This reasoning is inductive in nature. Now as we
move into Section 1.4 and beyond, the reader will note that, unlike what we do
in our two examples here, we will not focus on solving statistical problems. Many
examples will be given in which no sample is involved. There will be a population
clearly described with all features of the population known. Then questions of im-
portance will focus on the nature of data that might hypothetically be drawn from
the population. Thus, one can say that elements in probability allow us to
draw conclusions about characteristics of hypothetical data taken from
the population, based on known features of the population. This type of
reasoning is deductive in nature. Figure 1.2 shows the fundamental relationship
between probability and inferential statistics.

Probability

e

Population Sample
/

2

~

Statistical Inference

Figure 1.2: Fundamental relationship between probability and inferential statistics.

Now, in the grand scheme of things, which is more important, the field of
probability or the field of statistics? They are both very important and clearly are
complementary. The only certainty concerning the pedagogy of the two disciplines
lies in the fact that if statistics is to be taught at more than merely a “cookbook”
level, then the discipline of probability must be taught first. This rule stems from
the fact that nothing can be learned about a population from a sample until the
analyst learns the rudiments of uncertainty in that sample. For example, consider
Example 1.1. The question centers around whether or not the population, defined
by the process, is no more than 5% defective. In other words, the conjecture is that
on the average 5 out of 100 items are defective. Now, the sample contains 100
items and 10 are defective. Does this support the conjecture or refute it? On the



