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PREFACE

Linear algebra is an important component of undergraduate mathematics, particularly
for students majoring in the scientific, engineering, and social science disciplines. At the
practical level, matrix theory and the related vector-space concepts provide a language
and a powerful computational framework for posing and solving important problems.
Beyond this, elementary linear algebra is a valuable introduction to mathematical ab-
straction and logical reasoning because the theoretical development is self-contained,
consistent, and accessible to most students.

Therefore, this book stresses both practical computation and theoretical principles
and centers on the principal topics of the first four chapters:

matrix theory and systems of linear equations,
elementary vector-space concepts, and
the eigenvalue problem.

This core material can be used for a brief (10-week) course at the late-freshman/
sophomore level. There is enough additional material in Chapters 5-7 either for a more
advanced or a more leisurely paced course.

FEATURES

Our experience teaching freshman and sophomore linear algebra has led us to carefully
choose the features of this text. Our approach is based on the way students learn and on
the tools they need to be successful in linear algebra as well as in related courses.

We have found that students learn more effectively when the material has a consistent
level of difficulty. Therefore, in Chapter 1, we provide early and meaningful coverage
of topics such as linear combinations and linear independence. This approach helps the
student negotiate what is usually a dramatic jump in level from solving systems of linear
equations to working with concepts such as basis and spanning set.

TooLs STUDENTS NEED (WHEN THEY NEED THEM)

The following examples illustrate how we provide students with the tools they need for
success.

An early introduction to eigenvalues. In Chapter 3, elementary vector-space ideas
(subspace, basis, dimension, and so on) are introduced in the familiar setting of R".
Therefore, it is possible to cover the eigenvalue problem very early and in much greater
depth than is usually possible. A briefintroduction to determinants is given in Section 4.2
to facilitate the early treatment of eigenvalues.

An early introduction to linear combinations. In Section 1.5, we observe that the
matrix-vector product Ax can be expressed as a linear combination of the columns of
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A, AX = x1A; + xA; + -+ + x,A,. This viewpoint leads to a simple and natural
development for the theory associated with systems of linear equations. For instance,
the equation Ax = b is consistent if and only if b is expressible as a linear combination
of the columns of A. Similarly, a consistent equation Ax = b has a unique solution if
and only if the columns of A are linearly independent. This approach gives some early
motivation for the vector-space concepts (introduced in Chapter 3) such as subspace,
basis, and dimension. The approach also simplifies ideas such as rank and nullity (which
are then naturally given in terms of dimension of appropriate subspaces).

Applications to different fields of study.  Some applications are drawn from difference
equations and differential equations. Other applications involve interpolation of data and
least-squares approximations. In particular, students from a wide variety of disciplines
have encountered problems of drawing curves that fit experimental or empirical data.
Hence, they can appreciate techniques from linear algebra that can be applied to such
problems. : '

Computer awareness. . The increased accessibility of computers (especially personal
computers) is beginning to affect linear algebra courses in much the same way as it has
calculus courses. Accordingly, this text has somewhat of a numerical flavor, and (when
it is appropriate) we comment on various aspects of solving linear algebra problems in
a computer environment.

A COMFORT IN THE STORM

We have attempted to proyide the type of student support that will encourage success
in linear algebra—one of the most important undergraduate mathematics courses that
students take.

A gradual increase in the level of difficulty. In a typical linear algebra course, the
students find the techniques of Gaussian elimination and matrix operations fairly easy.
Then, the ensuing material relating to vector spaces is suddenly much harder. We do
three things to lessen this abrupt midterm jump in difficulty:

- 1. We introduce linear independence early in'Section 1.7.'
2. We include a new Chapter 2, “Vectors in 2-Space and 3-Space.”

3. We first study vector space concepts such as subspace, basis, and dimension in
Chapter 3, in the familiar geometrical setting of R".

Clarity of exposition. ' For many students, linear algebra is the most rigorous and
abstract mathematical course they have taken since high-school geometry. We have
tried to write the text so that it is accessible, but also so that it reveals something of
the power of mathematical abstraction. To this end, the topics have been organized so
that they flow logically and naturally from the concrete and computational to the more
abstract. Numerous examples, many presented in extreme detail, have been included in
order to illustrate the concepts.. The sections ‘are divided into subsections with boldface
headings. Thisdevice allows the reader to deve}op a mental outline of the material and
to see how the pieces fit together. v

Extensive exercise sets. 'We have provided a large number of exercises, ranging from

routine drill exercises to interesting applications and exercises of a theoretical nature.
The more difficult theoretical exercises have fairly substantial hints. The computational
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exercises are written using workable numbers that do not obscure the point with a mass
of cumbersome arithmetic details.

Trustworthy answer key. = Except for the theoretical exercises, solutions to the odd-
numbered exercises are given at the back of the text. We have expended considerable .
effort to ensure that these solutions are correct.

Spiraling exercises. Many sections contain a few exercises tiiat hint at ideas that will
be developed later. Such exercises help to get the student involved in thinking about
extensions of the material that has just been covered. Thus the student can anticipate a
bit of the shape of things to come. This feature helps to lend unity and cohesion to the
material.

Historical notes. ~We have a number of historical notes. These assist the student in
gaining a historical and mathematical perspective of the ideas and concepts of linear
algebra.

Supplementary exercises. We include, at the end of each chapter, a set of supplemen-
tary exercises. These exercises, some of which are true—false questions, are designed to
test the student’s understanding of important concepts. They often require the student
to use ideas from several different sections.

Integration of MATLAB. We have included a collection of MATLAB projects at the
end of each chapter. For the student who is interested in computation, these projects
provide hands-on experience with MATLAB.

A short MATLAB appendix. © Many students are not familiar with MATLAB. There-
fore, we include a very brief appendix that is sufficient to get the student comfortable
with using MATLAB for problems that typically arise in linear algebra.

The vector form for the general solution. - To provide an additional early introduction
to linear combinations and spanning sets, in Section 1.5 we introduce the idea of the
vector form for the general solution of Ax = b.

SUPPLEMENTS

SoLUTIONS MANUALS

An Instructor’s Solutions Manual and a Student’s Solutions Manual are available.
The odd-numbered computational exercises have answers at the back of the book. The
_student’s solutions manual (ISBN 0-201-65860-7) includes detailed solutions for these
exercises. The instructor’s solutions manual (ISBN 0-201-75814-8) contains solutions
to all the exercises. :
New Technology Resource Manual.  This manual was designed to assist in the teach-
ing of the MATLAB, Maple, and Mathematica programs in the context of linear algebra.
This manual is available from - Addison- Wesley (ISBN 0-201-75812- 1) or via
. [our website,] http /[www.aw.com/jra.

ORGANIZATION

To provide greater flexibility, Chaptefs 4, 5, and 6 are essentially independent. These
chapters can be taken inany order once Chapters 1 and'3 are covered. Chapter 7 is
a mélange of topics related to the eigenvalue preblem: ‘quadratic forms, differential
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equations, OR factorizations, Householder transformations, generalized eigenvectors,
and so on. The sections in Chapter 7 can be covered in various orders. A schematic
diagram illustrating the chapter dependencies is given below. Note that Chapter 2,
“Vectors in 2-Space and 3-Space,” can be omitted with no loss of continuity.

Chapter 1 Chapter 2 (optional)
Chapter 3
Chapter 4 Chapter 5 Chapter 6
Chapter 7

We especially note that Chapter 6 (Determinants) can be covered before Chapter 4
(Eigenvalues). However, Chapter 4 contains a brief introduction to determinants that
should prove sufficient to users who do not wish to cover Chapter 6.

A very short but useful course at the beginning level can be built around the following
sections:

Section 1.1-1.3, 1.5-1.7, 1.9

Sections 3.1-3.6

Sections 4.1-4.2, 4.4-4.5
A syllabus that integrates abstract vector spaces. = Chapter 3 introduces elementary
vector-space ideas in the familiar setting of R". We designed Chapter 3 in this way
so that it is possible to cover the eigenvalue problem much earlier and in greater depth
than is generally possible. Many instructors, however, prefer an integrated approach to
vector spaces, one that combines R”" and abstract vector spaces. The following syllabus,
similar to ones used successfully at several universities, allows for a course that integrates
abstract vector spaces into Chapter 3. This syllabus also allows for a detailed treatment
of determinants:

Sgctions 1.1-1.3, 1.5-1.7, 1.9

Sections 3.1-3.3, 5.1-5.3, 3.4-3.5,5.4-5.5

Sections 4.1-4.3, 6.4-6.5, 4.4—-4.7
Augmenting the core sections. As time and interest permit, the core of Sections 1.1-

1.3,1.5-1.7, 1.9, 3.1-3.6, 4.1-4.2, and 4.4—4.5 can be augmented by including various
combinations of the following sections:

(a) Data fitting and approximation: 1.8, 3.8-3.9, 7.5-7.6.
(b) Eigenvalue applications: 4.8, 7.1-7.2.
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(¢) More depth in vector space theory: 3.7, Chapter 5.

(d) More depth in eigenvalue theory: 4.6-4.7,7.3-7.4,7.7-1.8.

(e) Determinant theory: Chapter 6.

To allow the possibility of getting quickly to eigenvalues, Chapter 4 contains a
brief introduction to determinants. If the time is available and if it is desirable, Chapter 6
(Determinants) can be taken after Chapter 3. In such a course, Section 4.1 can be covered
quickly and Sections 4.2—4.3 can be skipped.

Finally, in the interest of developing the student’s mathematical sophistication, we
have provided proofs for almost every theorem. However, some of the more technical
proofs (such as the demonstration that det(AB) = det(A)det(B)) are deferred to the end
of the sections. As always, constraints of time and class maturity will dictate which
proofs should be omitted.
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EXAMPLE 1

Solution

Matrices and Systems of Linear Equations

INTRODUCTION TO MATRICES AND SYSTEMS
OF LINEAR EQUATIONS

In the real world, problems are seldom so simple that they depend on a single input
variable. For example, a manufacturer’s profit clearly depends on the cost of materials,
but it also depends on other input variables such as labor costs, transportation costs, and
plant overhead. A realistic expression for profit would involve all these variables. Using
mathematical language, we say that profit is a function of several variables.

In linear algebra we study the simplest functions of several variables, the ones that
are linear. We begin our study by considering linear equations. By way of illustration,
the equation

X1+2x0+x=1

is an example of a linear equation, and x; = 2, x; = 1, x3 = —3 is one solution for the
equation. In general a linear equation in n unknowns is an equation that can be put in
the form

aixy +axxy + -+ + apx, = b. 1)
In (1), the coefficients ay, as, . . ., a, and the constant b are known, and x;, x3, ..., X,
denote the unknowns. A solution to Eq. (1) is any sequence sy, 53, .. ., 5, of numbers
such that the substitution x; = s, X2 = 83, ..., X, = s, satisfies the equation.

Equation (1) is called linear because each term has degree one in the variables
X1, X2, - . ., Xa. (Also, see Exercise 37.)

Determine which of the following equations are linear.
A x1+2x1x20+3x, =4
@) x,"”+3x, =4
(i) 2x;! +sinx; =0
(iV) 3X1 —X2=Xx3+ 1

Only Egq. (iv) is linear. The terms x;x,, x;/2, x;'', and sin x, are all nonlinear. 55

Linear Systems

Our objective is to obtain simultaneous solutions to a system (that is, a set) of one or
more linear equations. Here are three examples of systems of linear equations.

@ x1+x=3
X1 — X2 = 1
(b) x1—2x2—3x3=—11
—x1+3x+5x= 15
(C) 3x1 - 2x2 =1
6x; —4x; =6
In terms of solutions, it is easy to check that x; = 2, x, = 1 is one solution to system
(a). Indeed, it can be shown that this is the only solution to the system.



