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Unit 1
PCM

Text

PCM is much more than a technique, it is a system. It includes a coder and, later,
a decoder. However, to fully understand the role that these functions play, you need to

understand the complete PCM system. To start, look at Fig. 1 - 1.

Analog . Line . LP | Analog
Signal" Sampler [»|Quantizer = Encoder}| - - - - Quantizer|»| Decoder |- Finer [ Signal
Analog
Signal + [MsA MSB
Encoder - Analog
Logic [— Signal
LSB T
(End LSB =
() or (End) Low Pass
Divide Compare Digital All Regsters are Auti-Alissing
Codes Weighted Filter

Fig.1-1 PCM

The PCM process is shown in a block-diagram form and also in a simplistic
schematic form. By a somewhat convoluted process, an analog signal, such as audio or
video, is first sampled; then that sample is tagged ( compared) as being at a certain
level; and then that level is encoded as a unique series of digital bits. These successive
digital bit-codes can then be transmitted down a medium, such as a transmission line
or, more often, processed in the digital domain. The transmitted or processed digital
signals can then again be quantized, decoded, and sent through an (analog) low-pass,
anti-aliasing filter to again emerge as an analog signal. The circuits shown are for
illustration and are not necessarily the actual configurations that would be used.
Although not shown, it is assumed that the appropriate functions in the above figure are

controlled by clocking signals.
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PCM Sampling, Clocking, and Quantizing

When the words sampling and clocking are used in the description of a process,
they are glowing clues that this process is, indeed, in the digital domain. To illustrate
the PCM process, we will start with an analog signal and, step by step, present the role
of the functions shown in Fig. 1 — 1. Although one of the features of a PCM system is to
accommodate almost any input analog waveshape, for clarity, a sawtooth (also termed a
ramp) waveshape will be used as the test analog input. The role of the quantizer is
usually to divide the amplitude of the input signal into a series of evenly-spaced,
desecrate steps. At each tick of the system clock, the quantizer looks at ( samples) a
small portion of the input signal and decides which one of several predetermined levels
that portion of the signal represents. These predetermined levels are established by the
design of the quantizer. A 1-bit (2') quantizer would only have two levels, which would
be coded as either a 0 or a 1. A 2-bit (2%) quantizer would have four possible levels; a
3-bit (2°) quantizer would have eight possible levels; and the common 8-bit (2°)
quantizer would produce 256 levels. All of these level counts must include zero.
Fig. 1 —2(b) shows one way to quantize a ramp signal with a 1-bit quantizer.

Note: Giving examples of PCM systérns is difficult since there are so many different
approaches. For instance, there are several different approaches to the overall A/D
process including the design of the quantizer. Various texts will show graphics
representing the quantizing process with slightly different details. This is because a
quantizer, which is often simply a series of resistors connected as a tapped DC voltage
divider, can be configured in many ways. Very often, the lowest resistor has a value
that is one-half of most of the other divider resistors, and the top resistor may also have
a special value. Similarly, the tapped voltage divider may be biased in such a way that
about half of the quantized levels are positive, that is, above the zero analog signal
level, and the other half of the levels are negative. For instance, the black stair-step
lines in Fig. 1 -2 are offset slightly downward from the usual rust colored stair step, and
thus, represents a slightly different quantizing process. This indicates that the first
(black line) quantized step is now half above and half below this zero signal axis. Not
all quantizers operate with an analog range of zero to a maximum ( peak value) of one.
Some operate from — 0.5 to +0.5, some from — 1.0 to + 1.0, and so on, depending
upon the dictates of the application. Also, some communication industries, such as
telephone companies, use resistor dividers with an uneven ( logarithmic) value
distribution for their resistor networks. This special log distribution is used for signal

compression.
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Fig. 1 -2 Quantize a ramp signal with a 1 - bit quantizer

Fig. 1 -2(a): This is the template that will be used to show how an analog ramp
waveshape can be quantized. In each illustration, the amplitude of the analog wave is
given as the abscissa and the corresponding digital codes ( follow the arrows) are shown
as the ordinate.

Fig. 1-2(b): It shows the action of a 1-bit (2') quantizer. The rust-colored stair
step and the "{" indicate that any analog value from O to 0. 5 is quantized as a digital 0.
Likewise, all analog values from 0.5 to 1.0 are quantized as a digital 1. See the text
above for an explanation of the thin, black stair-step line.

Fig. 1-2(¢): Here the rust-colored stair step indicates the action of a 2-bit (2%)
quantizer that produces four coded levels from an analog ramp. See the text above for an
explanation of the thin, black stair-step line.

Fig. 1-2(d): This shows the action of a 3-bit (2’) quantizer where the one volt
peak analog ramp is converted into (2°) or 8 digital codes. See the text above for an
explanation of the thin, black stair-step line.

Information Contributed By: Bob Libbey. Retired RCA Engineer and Adjunct

Professor. New Jersey Institute of Technology.

New Words

access [ 'eekses] n.&v. ¥EA, B, FE, V]

ADSL abbr. = Asymmetric Digital Subscriber Line
R R R

Alexander Graham Bell WP ILR - ARRLIU - DR

alpha-numeric adj. FHREFH

ARPANET abbr. = Advanced Research Project Agency

Network BafER ( SEEE 7 AR
2% A Internet FAIRTE)
ASCII abbr. = American Standard Code for
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Information Interchange 3£ [ {5 &
AR R
AT&T QLRGN YA
attenuation [ aitenju'eifn] n. B, T, Pk
backbone [ 'bakboun] n. ‘HT; Ak
Baltimore [ 'bozltimoz] n. EURKEERS T (EEDHE M)
Bell Core DURRZ Ly DR
benchmark [ 'bentfma:k] n. KA U, RERERF
binary [ 'bainari] n. —BEIE
Bluetooth [ 'bluztu:0] n. WA, —FIELEEEARE
bps abbr. =bits per second NI/}, HFMEE
{\i%1, =bytes per second F1i/F)
CCITT abbr. =Consultative Committee for International
Telegraph and Telephone [ P Hi 4t
HIEHEAZER S
cell [ sel] n. WewE, /NE
cellular [ 'seljula] adi. R, ZfLH, 4L RRE
channel [ 'tfenl] n. i, W
character [ 'keerakta] n. gnfE; MERS; MR A
circuit [ 'sazkit] n. B, [l
| circuit-switched adj. HBEATHR
; Claude Shannon T - /K
| coax cables n. [F)fhEE 40
compression [ kom'prefn]| n. R4, FEHF
connectivity [ [konek'tiviti] n. (M%) ZFEdEPE, &8
constellation [ (kansta'leifan] n. BLJRE; BLJRE X R
crossbar [ 'krosbaz] n. [H; K, Y
data network n. B R 2%
Data Center abbr. BERHUL, BAEHO
Data Communication n. BFEE
digitized [ 'didzitaizd] adj. BFAEH
discrete [ dis'krizt] adj. 77BN AEERN
Early Bird [ 'a:libaxd] n. B85 (IE%)
Ericsson [ 'eriksan] n. F5fs (AFA)

. Ethernet [ 'iz6onet] n. LAARM
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exchange
exploit

FCC

FDM

fiber
FSK

geostationary
Guillermo Marconi
handheld

Heinrich Hertz
IBM

IEEE

install

Intel

Internet

introduce

IPSec

Iridium

ISDN

ITU-T

L1-carrier

L2TP

LAN

low-loss

[ iks'tfeind3]

[ ik'sploit]

[ 'faiba]

[ dzizou'steifonari]

[ in'stoz]]

[ 'intel]

[ 'intonet]

[ jintra'dju:s]

[ i'ridiom]

n. & v ZH, THHL, H#

n. NG, DI, MERR AR

abbr. = Federal Communications Commis-

sion (E£H) BKFEFRIE

abbr. = Frequency Division Multiplexing il
DEH

n. =fibre Y64, 4k

abbr. = Frequency — Shift Keying 8715
SR

adi. (NETE) SHBKGERFL R

HHREL - Bl g

adi. T, TR

MR R A - #h2%

abbr.

= International Business Machine [E

B R4 HLE8 A

abbr. =Institute of Electrical and Electron-

ic Engineers S HIH 1 TR P2

v KR, WE

n. (RE) RE/RAF (2ERHA K
PR =R

n. PR K

v. 5IA, 4R

abbr. = Internet Protocol Security B i}

W4

n. B, EEITR (RANKAHEDLRE

HAF )

abbr. = Integrated Services Digital Network

AR5 e M 4

abbr. = International Telecommunication
Union-Teleco mmunication Sector
RS bR e SR

n. L1 ¥

n. 3B JERRE MY
n. =Local Area Network JRji8 %
adj. {KI#E
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Mbps abbr. = million bits per second JKF 7
/'

mobile [ 'moubail ] adj. FBBH

modem [ 'moudem] abbr. =modulator-demodulator JEIH|fHIEHES

Motorola n. BEFEFHL (AHEA)

multitone [ maltitaun] n. & adj. 5, LEHH

Nokia n. R (AF%)

packet [ 'paekit] n. £, $AEME, A

paging [ 'peidzip] n. & v. P

PCM abbr. =Pulse Code Modulation ik #%sH5
VA, kAR

PCS abbr. = Program Counter Storage 2% it
BN
= punched-card system ¥TfLF F
A4

POTS abbr. =Plain Old Telephone Service i
2 TS R 55

protocol [ 'proutakol] n WRY, ¥, M4

push-to-talk n. —¥%iH

QAM abbr. =Queued Access Method BA%#FHL
D7

quadrature [ 'kwodrat[a] n. REFH

radio [ 'reidiou] n. TEH; WEL

radio wave [ 'reidiou weiv] n. JCERHIK

reliable [ rilaiobl] adj. IEHIET; FIEERY; BESCHY

ringer [ 'riga] n. &8, REHMK

Robert Metcalf

Samuel Morse Patent

satellite [ 'seetolait]
simultaneously [ isimal'teiniasli]
sonnet

spectrum [ 'spektram]
Sprint Corp

St. Louis

standard [ 'steendad]

n. BIH%F - R R
n. FEBIR - BEHLH
n. NETE

adv. [G]AHE

s e
n. Bii; bk, K
n. JrEHAF

. X5

n. taiE, AT
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stationary
string
Sweden

system

TCP/1P
telecommunication
telegraph

Telstar

terrestrial

Thomas Watson
Toshiba
transmission

VPN

Washington

wireless

[ 'steifonoari]
[ strip]
[ 'swizdn]

[ 'sistam]

[ itelika;mjuzni'keifn]

[ 'teligra:f]

[ ta'restrial]

[ treens'mifn]

[ 'w:)j'intan]

[ 'waialas]

adj. NEK); ESEH

n FH, FREH

n. Fidlt

n. &%

abbr. = Transmission Control Protocol/In-

ternet Protocol %44 il / ¥ 4% 18 15 X

n. BfE; K&EBfE, (FEH) BiF%

Bk, HE

. TEIRS

vi. FTEEAR

- (RERIEERA R T 1962 FHE
RHTH) BETE

adj. HOIRE); FhHLE, HoEH

n. HIBRA

B

S

n. £S5 - KHk
n. KZ (AF4)
n. {4

abbr. = Virtual Private Network E#l% FH
2

n. FEEEREEN ; 5 EE AR

adj. TBLLH); TLHK)

Exercises

I. Phrase expressions

wn A W N =

. sawtooth

. pulse code modulation
. block-diagram
. series of digital bits

. anti-aliasing filter

II. True/False statements

6. BHFES

7. B/ (Feth) A2
8. BT

9. [F5 k%8

10. Bfeid#E

1. In PCM, an analog signal is first sampled; then it is encoded as a unique series

of digital bits, and then that level the sample is tagged ( compared) as being at a certain

level.

2. When the words sampling and clocking are used in the description of a process,

this process is in the digital domain.
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3. There are several different approaches to the overall A/D process including the
design of the quantizer.

4. Some communication industries, such as telephone companies, use resistor
dividers with an uneven (logarithmic) value distribution for their resistor networks. This
special log distribution is used for signal coding.

5. Very often, the lowest resistor has a value that is one-half of most of the other
divider resistors, and the top resistor may also have a special value.

. Translations

The word TELECOMMUNICATION is a combination of two words: TELE +
COMMUNICATION.

The word TELE in Latin means DISTANCE. Hence Telecommunication is
DISTANCE COMMUNICATION. The necessity of communication begun as early as the
existence of mankind on this earth. Communication has become the vital tool for
mankind to strife prosperously in this world.

Short for pulse code modulation, a sampling technique for digitizing analog signals,
especially audio signals. PCM samples the signal 8000 times a second; each sample is
represented by 8 bits for a total of 64 Kbps. There are two standards for coding the
sample level. The U — Law standard is used in North America and Japan while the A-
Law standard is use in most other countries.

PCM is used with T-1 and T-3 carrier systems. These carrier systems combine the
PCM signals from many lines and transmit them over a single cable or other medium.

Communication networks employ a variety of transmission media ranging from
copper wires to satellite channels to transport users’ information. The transmission media
is the physical path for the communication signal. Transmission media can be classified
into two major categories: guided media, which may constrain and guide the
communication signal, and unguided media, which permits signals to be transmitted but
not guide them. Examples of guided transmission media are metallic cable and optical
fibers. Examples of unguided transmission media are the radio signals and satellite
signals. An important characteristic of these different media is the bandwidth or simply
the range of frequencies each can transmit. In general, the greater the bandwidth of a
given media, the more it can carry.

After filtering and sampling (using PAM) an input analog voice signal, the next
step is to digitize these samples in preparation for transmission over a telephony network.
The process of digitizing analog voice signals is called PCM. The only difference
between PAM and PCM is that PCM takes the process one step further by encoding each
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analog sample using binary code words. Basically, PCM has an analog-to-digital
converter on the source side and a digital-to-analog converter on the destination side.

How does PCM encode these samples? PCM uses a technique called quantization.

Supplementary Reading

(1)

Companding refers to the process of first compressing an analog signal at the
source, and then expanding this signal back to its original size when it reaches its
destination. The term companding was created by combining the two terms, compressing
and expanding, into one word. During the companding process, input analog signal
samples are compressed into logarithmic segments and then each segment is quantized
and coded using uniform quantization. The compression process is logarithmic, where
the compression increases as the sample signals increase. In other words, the larger
sample signals are compressed more than the smaller sample signals, causing the
quantization noise to increase as the sample signal increases. A logarithmic increase in
quantization noise throughout the dynamic range of an input sample signal will keep the
SNR constant throughout this dynamic range. The ITU-T standards for companding are
called A-Law and U-Law.

A-Law and U-Law Companding.

A-Law standard is used by European countries and U-Law is used by North
America and Japan.

Similarities Between A-Law and U-Law.

Both are linear approximations of logarithmic input/output relationship.

Both are implemented using 8-bit code words (256 levels, one for each quantization
interval) . 8 — bit code words allow for a bit rate of 64 kilobits per second ( kbps),
calculated by multiplying the sampling rate (twice the input frequency) by the size of
the code word (2 x4 kHz x 8 bits = 64 kbps).

Both break a dynamic range into a total of 16 segments: 8 positive and 8 negative
segments. Each segment is twice the length of the preceding one. Uniform quantization is
used within each segment. Both use a similar approach to coding the 8-bit word: First
(MSB) identifies polarity. Bits 2, 3, and 4 identify segment. Final 4 bits quantize the
segment are the lower signal levels than A-Law.

Differences between A-law and U-Law

Different linear approximations lead to different lengths and slopes.

The numerical assignment of the bit positions in the 8-bit code word to segments

and the quantization levels within segments are different.
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A-Law provides a greater dynamic range than U-Law.

U-Law provides better signal/distortion performance for low level signals than
A-law.

A-Law requires 13 bits for a uniform PCM equivalent. U-Law requires 14 bits for a
uniform PCM equivalent.

An international connection should use A-Law, U to A conversion is the

responsibility of the U-Law country.

(2)

Voice Bandwidth =
200 Hz to 3400 Hz

Analog Audio Source Sampling Stage

' = Sample
Codec Technique & b por snglle
8 kHz (8,000 Samples/Sec)

Fig.1 -3 Pulse Code Modulation — Nyquist Theorem

Quantizing Noise

100100111011001

Quantizing Stage

Fig. 1 -4 Pules Code Modulation-Analog to Digital Conversion

Quantization is the process of converting each analog sample value into a discrete
value that can be assigned a unique digital code word.

As the input signal samples enter the quantization phase, they are assigned to a
quantization interval. All quantization intervals are equally spaced ( uniform
quantization) throughout the dynamic range of the input analog signal. Each quantization
interval is assigned a discrete value in the form of a binéry code word. The standard
word size used is 8 bits. If an input analog signal is sampled 8000 times per second and

each sample is given a code word that is 8 bits long, then the maximum transmission bit
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s

rate for telephony systems using PCM will be 64, 000 bits per second. Fig. 1-2
illustrates how bit rate is derived for a PCM system.

Each input sample is assigned a quantization interval that is closest to its amplitude
height. If an input sample is not assigned a quantization interval that matches its actual
height, then an error is introduced into the PCM process. This error is called
quantization noise. Quantization noise is equivalent to the random noise that impacts the
signal-to-noise ratio (SNR) of a voice signal. SNR is measured in decibels (dB). The
higher the SNR, the better the voice quality. win be Cerrainly, Quantization noise
reduces the SNR of a signal. Therefore, an increase in quantization noise degrades the
quality of a voice signal. Fig. 1 — 3 shows how quantization noise is generated. For
coding purpose, an N bit word will yield 2" quantization labels.

One way to reduce quantization noise is to increase the amount of quantization
intervals. The difference between the input signal amplitude height and the quantization
interval decreases as the quantization intervals are increased (increases in the intervals
decrease the quantization noise). However, the amount of code words would also have
to be increased in proportion to the increase in quantization intervals. This process
would introduce additional problems dealing with the capacity of a PCM system to handle
with more code words.

SNR ( including quantization noise) is the single most important factor affecting
voice quality in uniform quantization. As stated prerionsly, uniform quantization uses
equal quantization levels throughout the entire dynamic range of an input analog signal.
Thus low signals will have a small SNR (low-signal-level voice quality) and high signals
will have a large SNR ( high-signal-level voice quality) . Considering that most voice
signals generated are of the low kind, having better voice quality at higher signal levels
is a very inefficient way of digitizing voice signals. To improve voice quality at lower
signal levels, uniform quantization ( uniform PCM) was replaced by a non-uniform

quantization process called companding.
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Systems Analysis and Design

Text

The hardware can do nothing itself; it requires programs collectively called
software. The availability of software justified the purchase of hardware and it is the
software that eventually determines how successful a computer system will be in
satisfying your needs. Working under control of a stored program, a computer processes
data into information. Any given computer application involves at least three
components: hardware, software, and data. A system is a group of components that
work, people, procedures, input and output, media, files, hardware, and software
must be carefully coordinated.

Those people, called users, generally know what is required, but may lack the
expertise to obtain it. Technical professionals, such as programmers, have the
expertise, but may lack training in the user’s field. To complicate matters, users and
programmers often seem to speak different languages, leading to communication
problems. A systems analyst is a professional who translates user needs into technical
terms, thus serving as a bridge between users and technical professionals.

Like an engineer or an architect, a system’s analyst solves problems by combining
solid technical skills with insight, imagination, and a touch of art. Generally, the analyst
follows well defined, methodical process that includes at least the following steps: 1.
Problem definition. 2. Analysis. 3. Design. 4. Implementation. 5. Maintenance. At the
end of each step, results are documented and shared with both the user and the
programmers. The idea is to catch and correct errors and misunderstandings as early as
possible.

The first step in the systems analysis and design process is problem definition. The
analyst’s objective is to determine what the user needs. Note that, as the process
begins, the user possesses the critical information, and the analyst must listen and
learn. At this stage, the analyst has no business even thinking about programs, files,
and hardware, but must communicate with the user on his or her own terms. The idea is
to ensure that both the user and the analyst are thinking about the same thing. Thus, a

clear, written statement expressing the analyst’s understanding of the problem is



