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Preface

The iconic notion that the forms of language may imitate their
meanings goes back (at least in the Western tradition) to Plato’s Crasylus.
Like all subsequent scholars, Plato rejected imitative iconicity as a
descriptive account of the structure of most words. But words occur in
larger-morphosyntactic-structures.

The earliest idea that may count as an ancestor of iconicity in syntax
is the naive and extremely widespread view of 17" and 18" century
grammarians, debunked in Chomsky (1965: 6-8), that the sequence of
words in a sentence “follows a natural order which conforms to the natural
expression of our thoughts”. This is of course equivalent to the notion that
there is nothing specifically linguistic about syntax, and there is therefore
no need for grammarians to bother with it. Chomsky’s ridicule made this
view notorious, and the vast majority of modern linguists have followed him
in rejecting it completely, and espousing the diametrically opposed
hypothesis of the “autonomy of grammar”. In its extreme form, articulated
most forcefully in Chomsky 1957, the autonomy hypothesis asserts that
syntactic structure has nothing to do with ( and .certainly does not emerge
from) any extralinguistic factors, including meaning ( Chomsky 1957
chapter 9), communicative intent ( Chomsky 1980: 239), or frequency
(Chomsky 1957; 15).

Alone among Chomsky’s contemporaries of comparable stature in the
1960s, Roman Jakobson (1965) suggested (in a playful essay written for
a general audience) that there may be a lot of iconicity in the inflectional
morphology and the syntax of human languages, basing his arguments on
C.S. Peirce’s idea of the diagram as a kind of icon ( Peirce 1955).
“Quest for the essence of language” is definitely not one of Jakobson’s

most widely cited works, and for decades it was pretty much ignored
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(possibly as a pardonable jeu d’esprit of an elder statesman on vacation
from serious linguistics) .

In recent years, however, iconicity as a property of language has
acquired some more visibility, as one of a number vaguely related
“functionalist” or “naturalist” ideas:

a) there may be nothing specifically linguistic about the cognition or
the production of the categories of language ( Givon 1979 and
Langacker 2000 are prominent exponents of this view of natural
syntax ).

b) morphosyntax does, however imperfectly, serve as an imitative
picture of prelinguistic ideas (this book, and a number of recent
collections and anthologies, among them Haiman (ed. ) 1985 and
Ninny & Fischer (eds. ) 1998, are examples of that) ;

c) the structure of utterances may reflect the conscious
communicative intentions of their speakers ( Lambrecht 1994 ) ;

d) the frequency with which utterances are produced may affect both
their form and their meaning ( Bybee 2007, and a host of other
scholars echoing Zipf 1935) ;

e) language is embedded in gesture (Bolinger 1975), and may have
evolved from gesture ( Corballis 2002, Armstrong & Wilcox 2006,
echoing Condillac) ;

f) much of the arbitrary appearance of both spoken and gestured
language as of other human institutions, is the consequence of
routinization ( Givon 1979 chapter 5, Lehmann 1995, Heine et
al. 1991, Hopper & Traugott 1993, Haiman 1998, and others
echoing Meillet 1912; the classic statement of routinization in
sociology is Berger & Luckmann 1967).

That grammar is autonomous may still be the majority opinion, but it
is no longer regarded as a truism. It is on the contrary hotly defended
against the ideas above—all of which are attacks on the “autonomy of
grammar’ .

Iconicity abounds, as (I hope) this book will illustrate. Given the

observations of iconic structure here and elsewhere, it remains to ask about
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their status. Perhaps iconicity is entirely accidental, like clouds that can
lock like whales or weasels. (It may then have as little to do with human
language as flower arrangements have to do with botany.) Perhaps it
reflects the state of affairs in earlier stages of human language. Perhaps it
exists because iconic signs are easier to learn, to store, and to produce
than arbitrary symbols. Or perhaps it exists as a form of artistic
expression.

Here, the status of two different kinds of iconicity must be
distinguished. The first, isomorphism, is that “likeness of form reflects
likeness of meaning”. I do not think that recurrent examples such as the
ones treated here can possibly be accidental. They are simply too
frequent. It has been an unquestioned heuristic in comparative and
typological studies of human language that recurrent similarity in form
between different syntactic structures MUST reflect an ( underlying)
similarity in meaning. Conditional clauses have the morphology and/or the
syntax of topic phrases because they ARE topics, for example. Some
examples of this really hoary and uncontroversial principle are explored in
chapter 1 of the present book.

The second kind of iconicity, motivation, is that “the form itself is a
diagram of essential aspects of the meaning” . This principle, discussed in
chapter 2, is more contentious. Reduction of form, for example, may be
conceptually motivated ( “less is less” ), but it may also be motivated by
frequency or familiarity (“what is known requires less expression” ) , as
discussed in chapter 3. Sometimes iconicity and the reduction which is
brought about by frequency may conflict, as in a variety of subordinate
clause types discussed in chapter 4.

Recent studies by Haspelmath (1993, 2008 ) claim that not just
some, but ALL cases of reduction, including most notably zero for
unmarked forms, are motivated entirely by frequency, rather than
meaning. This seems to me a mistake. For example, the reduction of
reflexive and reciprocal forms discussed in chapter 2.2.5 may be
conceptually motivated (it reflects lack of individual status) , but it is also

economically motivated as discussed in chapter 3.2 (it reflects
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predictability). In the same way, the universal finding that personal
pronouns have reduced expression compared to common nouns may be a
Zipfian consequence of their greater frequency of occurrence in discourse.
But it also reflects the fact that precisely because they have antecedents,
they are reduced “copies” of those antecedents and it is their status as
copies which is iconically reflected in their reduced form ( Haiman 2009) .

Most of optimality theory is a formalization of the competition between
a kind of iconicity (named “faithfulness” , a similarity between superficial
and underlying linguistic form) and economy (unmarkedness) (cf. Prince
& Smolensky 2004 ; 3, 5; McCarthy 2002 ; 13).

But iconicity vs. economy is not the only kind of competition that may
arise. Given that the one-dimensional medium of spoken language is
reflecting a multi-dimensional conceptual world with various iconic
motivations competing for expression, the results of such competitions are
inevitably going to be less than perfect reflections of any single one of
them; this is exemplified in chapter 6 where the iconic reflection of
conceptual closeness competes with the iconic reflection of relative
importance , as manifested in relative pronouns.

And there are many possible motivations for linguistic form other than
both iconicity and economy. Symmetry of form may reflect conceptual
symmetry, as argued in chapter 2.1 (cf. Lakoff & Peters 1970). But it
may be also motivated by a totally different ( esthetic?) drive: symmetry
may exist for its own sake (Haiman & Ourn 2009).

Iconicity and erosion seem to conflict. This is not only the central
thesis of optimality theory, as noted above, it is reflected in universal
observations such as this: As chunks ( of language or of art) get worn
down, they may lose their similarity to what they once portrayed. The
smaller, the more arbitrary. So, for éxample, the order of constituents
within a word is more ritualized and arbitrary than the order or words in
larger constructions; the order of constituents at the phrase level ( the
smallest multi-word unit) is not as iconic as the order of constituents at the
clause level; the order of constituents at the clause level is not as iconic as

the order of constituents at the paragraph level. At this topmost level,
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indeed, all languages seem to agree: without explicit diacritic signals
(such as the conjunctions “before” and “after” ), the order of clauses in
a narrative corresponds to the order of events. A consequence of this banal
observation is that typologically, the iconicity of order at any level is
greater in languages without elaborate inflectional morphology ( like
Pidgins, as argued in chapter 3.1, but also Chinese, cf. Tai 1985), than
in languages which have such morphology, for transparent reasons. This
raises the issue of a diachronic progression. Can languages become less
iconic as they become more grammaticalized? This is very much the
position that seems to follow from recent studies of routinization (a more
general term) (item (f) in the list of functional approaches from above).

The history of visible semiotic systems with shallow histories such as
writing (Gelb 1962) and sign language ( Bellugi & Klima 1975 ) makes
plausible the assertion that “every artificial or non-iconic system is founded
on an antecedent iconic system” (for a recent statement, Grice 1989
358, but the idea goes back to figures like Condillac and Tylor). Since all
recorded natural languages exhibit a great deal of arbitrariness, this
amounts to a seductive claim about the proto-language(s) from which they
may have descended. “ Human language was born iconic, and is
everywhere conventional. ” Nevertheless, given the speed with which
conventionalization can occur ( Bloom 1979 ), it is absolutely out of the
question that the iconicity which is encountered in extant languages reflects
the state of affairs in prehistoric stages of human language. For iconicity to
exist at all, it must constantly be (re) created.

But if so, is this for cognitive reasons? Givon (1985: 189) suggests
that iconic signs are easier to learn and remember than those that are
arbitrary. No experimental evidence has yet been given for this plausible
claim, and the very little bit of evidence provided from data on child
language acquisition and sign language leamning suggests that it is not true.
Bellugi & Klima (1975) suggest that signs in American Sign Language, at
least, are stored and retrieved largely on the basis of their formal
relationships to other signs ( their Saussurean value) rather than on the

basis of their possibly iconic relationship to their meanings ( their
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Saussurean signification ). Certainly people who share no common
language will resort to iconic signs when they first meet ( c¢f. Armstrong &
Wilcox 2006) but this will not explain why established languages have as
much of it as they apparently do.

A completely speculative proposal at this point is that one of the
motivations for language, as for art, is purely aesthetic. Just as some
presumably universal human aesthetic drive is responsible for both
representative and decorative art ( Dissanayake 1995) , the same drive may
be responsible for both representative (iconic) and decorative language.
Iconicity may be created because human beings simply take a pleasure in
“painting the thing as they see it”. As for decorative language, this book
says nothing about it, since I was completely unaware of the considerable
evidence for its existence (at least in many Southeast Asian languages like
Khmer) in 1985.

I am very grateful to the Cambridge University Press for reissuing this
book now. However, if I were to rewrite rather than to simply reissue
Natural Syntax at this point, I would try to integrate iconicity into a more
general account which treated language more like pictorial art in general.
This would be an approach that took note of non-referential symmetry
(including not only “twin forms” like helter-skelter and jibberjabber ( cf.
Haiman & Ourn 2009 ) but “paradigm coherence”) and other structural
givens which are currently discussed only in terms of their cognitive

referential motivation.
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TSR MEWaaiEr (RIKER). BRAENEE &,
FARLE F AR AR B DR A X B K S BRI SR — M1 5 i
B, ik, AETMUHRAEERNEESAEREHRZ T,

BIE R ER LA RTMETF BT E (1965: 6-8) ¥F
WA, HFRKFS “HE-NABRNIRF, E5RITAE
BHERREH B, IMRSERRXELHHE, HE 1T 18 ity
MIBEERPARAET. RHUNLAELR LS TER, JEEES
FEXEHERNZL, BREEERECRRI LG, FTFHEH
ENBAEEXARR “FEARE", TRERBILAREFTFEFRY
RHRFXMHRR, BRI ZBRMAREK “BERAEHE BRik. T8
Brik (1957) U—MiRmMERX, BENHBERTHA EHEEK:
MEEHERSZIANEMERLRX (BREAAF “BH7),
XEFRMFER X (Chomsky 1957 25 9 &) . ZFREE (Chomsky
1980; 239) =ijfi%E (Chomsky 1957. 15),

20 #E 60 FRSFTW/TEMAMLHN TS, RERAA
# (Jakobson 1965) (ZHE—RAEBEEEMEMMEF) #HH, AX
BEMNBRESMAESMFERZOBRME, HIeHEMERR
Wi “ERE—-MELHES" KB (Peirce 1955), (HREKIEF
A i) (Jakobson 1965) & xRN RFEM MBS K WEMEZ—,
BEILHERILFEAZR (TREBEEM - VERPBERXERR™
MEETEZRBEHH— AL RERDE)

A, EEER, RUBIENESH-FEEBATELSHX
T, RABEZLH SRR “WEENL" R “BREXL KBS
Z—

(a) NAREFTEHRN Y RETFEFRLLEUTENZ L
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(Given 1979 F# Langacker 2000 & iX fh 5 8K 4] 3 W A 7% 4 48
x)s

(b) EXAEWMITUARAZEMLREY “FiESBER
( prelinguistic ideas) B HIE (4~ & Haiman 48 1985,
Nénny & Fischer £ 4% 1998 FHifp) — 28 XEHAREX T L
BWA)

(¢) BAIMSHATRERBTREAFAEZEROXFRER
(Lambrecht 1994) ;

(d) Bt By SR ] BB Wi A B XM L (Bybee 2007
DA B MR B Zipf 1935 B Hofth— 223 )

(e) BEHKT F# (gesture) Z ' (Bolinger 1975), FHAfE
BEFFH (AR Condillac B Corballis 2002, Armstrong &
Wilcox 2006) ;

() S AEMFEMITH I (institutions) —B, OIEMFHF
PRENESHERRERER “HBFI” (routinization) #)
2R (Given 1979; 35 5 &, Lehmann 1995, Heine %5 1991,
Hopper & Traugott 1993, Haiman 1998, Pl R Wi i Meillet 1912
B M F ;Ao o U X R Bl 1k 1 22 3218 3R & Berger
& Luckmann 1967), ’

BERAERFNIRESBANAL, BEABERUANEHZHE,
R, $txt ERBAE, FEANAEE EZWHET T EAUBF—TT
ERBBEEBREN “EHEAE WL

REBEAERHFEAN, BUBERBEETESZP. ETEHU
REMEEMBUSHEABTR AR, MRS 60 N R R U 5 fr
AE. RFRLUEZELEEARY, RBZLBERMEGRMEH (I
B, BUBZ TARETHF BRI ZFEYE, TEXEK);
AERRMBAXRETEHHBENEE; RFRFENREEETR
LS (sign) WAEBKAS (symbol) EH %S| MM H;
BAEHEFER—MEIRREZNEAES,

XEEX S AFRLBNRCUENRA, 5 - FRERAS
(isomorphism) , #§ “FEABMBRRIBR T BXKAL” . RIANEIF
BT EHBERIRENFATFHAAERABR, EMNLHEBH
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BEXHET ., EAREEFHHBE-RURREAEENIAEHNER:
ARAESEHZARELAHEXAUE-ERBRT (KE2H) &
XA, B, ARG EEEENESM/ A%, BN
EIBREE., AHE 1 EW 170 X 5 58 & T S04 3R R )
B — L,

FE_MEZE (motivation) KL, HHWE “EBXEFHEEX
ARAEMER", XFRMBAESLE, =HE2 ¥ Fitie. b
W, BB B (reduction) THEMERHHB (“HWE&L, BX
A7), BBATRERMERAEZE (familiarty) 311 (“BEBEHR
BAERBRILHRZIER"), XMEELESF 3 ETFLUITiE, A,
BUESHES RGBT HER AL, LG 4 TR &N A
( subordinate clause) &%,

Haspelmath (1993, 2008) BIAKBIFRFARK, FRERELE, ML
FERBBA T, SEBEENTEIAMERICER, #Eedh
FEMER RSN, BREBAR—THER. LN 2.2.5 FWiTigw
REMRZH (reciprocal) XMW, THERBSRIIN (BB
TARBEBEE), HXMN3.2 FHie, XURSFHHREIH
(ERBTAHNE). A, 5EEL£FEMEL, ARRENRAE
KRERFEW, XITHEMEARIFREHAEEE D MR E S
B, XMEFRRNER (Zipfian consequence) , HEWMRB T —1T%
L. EERMEMNBEELRTE, ENAREAETENSEBRR “EH#7;
MHAERAE R ER USRI BT EEH K H 4 (Haiman 2009),

KEBMLERHZGUE (22X “BEH”, WRBEITEAM
REESERAZEMAMNE) Mg (i) ZEZESFHE
FAFEME (S & Prince & Smolensky 2004. 3, 5; McCarthy 2002
13),

BHRUEMZFHENZESIFAARE—-ATEEHANES. BBR D
LEBEN—BENERREZEZSH{E, SHEEHEUBESS
RRERE, BAREESFHNERRLARNH Y EMEANINTESNE
RS TRESHT. Fo6 BRI HEMEN, BUOXER
WA, BEEFENEURBESEY EEEHBRLURBSERE S,

BTHRUEMEFE, BEESEAECHTFEZTRNES. W21
HWETw, AW RATRER IR T HE R KX (S F Lakoff & Peters
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1970), HESEAECEFTRE -T2 AR (FXH?7) 3 HHKT
f23h. MR EEHE 8 B MAFAE (Haiman & Ourn 2009) ,

B SERLFHEA, XA XRRELHFOIEE (WL
i), ERETEHNEENESERFEIRM.: BE GEEREAR
8) HRBHEDS, EMNTRERSHY#LFYHMEME. BR
BN, EEEBR, an, 8RN B R 7E 5B K 45 P I
FERIAA. EREENE; EEREH (B/WEBHEENMN) B49M
Fr 898 AU R BE A /)N 8] 2 T B R 40 LR 5 /0N ) 2 TET BRI B AR
UHBRENREERBNRIINF, XKL, EXTEREEE,
FHRAESH - WRBEFABNXFIHEARE (0% 7 before
after) , FRMEBEP/NEIRFEX N TFEHERITFE. X—F LR
BHEREFRN: NXBENAEE, ROEAERNBEHRESH
R (3.1 WHRMERE, URIE, 28 Tai 1985), HZ R
AXMESHES, REMEE LRSIFNAUBRERER. X
MIIRT NI ERBEE, BEESHEEABENME, &1
HMEBUEEESBRBEG? XERGRROAML (—TMERFRAR
B BEFRBRARFNILY (LRIMEHRTEIIERN () &),

BAERIENATHFSRE, MPBEIE (Gelb 1962) FFH
% (Bellugi & Klima 1975), KIS MU FAIEXL THEHAKNE: “8
MAENRIERUNAERBEIEREGUNRZEZ L (BFHERR
JL Grice 1989 358, {H3iXFF B4 7] LB # 2| Condillac 1 Tylor 4% %
N BARBRILRHNBRAESHEARENESH, XREHHE
MUAAFERGES, BPEAREFIREBERBES. “ARIE
BHERGRE, WSHBLMEAEMBE.” BRE, NAYLHEREKE
JE¥E (Bloom 1979), BFET F &K I A BRI 4 %) A o] 68 I B
AREBEFELATM BRI . RO EEAELE, ROF R (F)
P

REWMM, WBESRNANRWIFEEG? Given (1985: 189) i, &
PHICSHEENIESERSEIMICIZ. XHEUAHAWEM
REBBEMERIEFEW IR, LEEFSIBMFREELINHEHS
BETREN D Z XA WIEE AN R X AW SRR A, Bellugi &
Klima (1975) #ti, Z2LREFHEP UL SHBEFMIKE, BAE
ErRETENMNREMIESZRBERNXRRE (BMBRERARY “4

@20



