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CHAPTER 1 PRINCIPLES OF COMPUTER
ORGANIZATION

1.1 COMPUTER HARDWARE

We build computers to solve problems. Early computers solved mathematical -and
engineering problems, and later computers emphasized information processing for
business applications. Today; computers also control machines:as diverse as. automobile
engines, robots, and microwave ovens. A computer system solves a problem from any
of these domains by accepting input; processing it, and *producmg -output. Fig, 1-1
illustrates the function of a computer system. :

(oot} rocesing >—{ O]

Fig.1-1 The three activities of a computer'system

Computer systems consist of hardware and software.. Hardware; is the physical part
of the system. Once designed, hardware is difficult and expensive to, change, So ftware
is the set of programs that instruct the hardware and is easier to modify than hardware.
Computers are valuable because they are. general-punpose machmes that can.solve many
different kinds of problems, as opposed to special- purpose machines that eéan each solve
only one kind of problems. Different problems can be solved with the same hardware by
supplying the system with a different set of instructions, that is, with different
software,

Every computer has four basic hardware components:

* Input devices.

* QOutput devices.

¢ Main memory.

* Central processing unit(CPU),

Fig. 1-2 shows these components in a block diagram. The lines between the blocks
represent the flow of information from one component to another 6n the bus, which is
simply a group of wires connecting the components, (] Processing occurs ir thé CPU and
main memory. The organization in Fig. 1-2, with the components connééted to each
other by the bus, is common. However, other configurations aré possible as well, '

Computer hardware is often classified by its relative physncal sizky

* Small microcomputer; : : DENIINE

i, N

* Medium minicomputer;
¢ Large mainframe. i
Just the CPU of a mainframe often occupies an entire cabinet, Its: input/output

(I/0) devices and memory might fill an entire room. Microcomputers can be smiall
. 1 .
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Fig. 1-2 Block diagram of the four components of a computer system

enough to fit on a desk or in a briefcase. ‘As teehnology advances, the processing
capabilities previously possible only on large machines become possible on smaller
machines. Microcomputers now can do much of the work that only minicomputers or
mainframes could do in the past. oo N

+'The classification just described is based on physical size as opposed to storage size.
A computer system uset is generally more concerned with storage size, becduse that is a
more direct indication of the amount of useful work that the hardware can perform.
Speed of computation is another characteristic that: is important to users. -Generally
speaking, users want a fast CPU and large capacity of storage, but physically small I/0
devices and main memory.

When computer scientists study problems, therefore, they are concerned with space
and time —the space necessary inside a computer system to store a problem and the time
Fequired to ‘solve it. They commonly use the metric preﬁxes of Table 1-1 to e)(press
Iarge or small quantities of space or time;

Table 1-1  Prefixes for powers of 10

o . ;Multiple : Prefix . “Abbrev .

10° .. - giga- G
10¢ SR mega- M
103 kilo- K
1073 milli- m
107° micro- m
107° nano- n.

Example Suppose it takes 4. 5 microseconds, also written 4.5 ps, to transfer some
mformatxon across the bus from one component to another ( a) How many seconds are
requxred for the transfer? (b)How many transfers can take place during ong mmuteVm

(a) A time of 4. 5ps is 4. 5X107° from Table 1-1 or 0. 000 004 5 s. (b)Because there
are 60 seconds in one minute, the number of times the transfer can occur .is

+ (60 8) /(0,000 004 5 s/transfer) or 13 300 000 transfers. Note that since the orjginal
value was given with two significant figures, the result should not be given to more than
two or three significant figures. .

Table 1-1 shows that in the metric system the preflx kllo— is 1000 and mega - is
1 000 000. But in computer science; a kilo-is 2'° or 1024. The different between 1000
and 1024 is less than 3%, so you can think of a computer science kilo-as being about
'1000 even though it is a little more.. The same applies to mega-and giga-, as in Tahle

e 2



1-2. This time, the approximation is a little worse, but for mega-it is 'still within 5%.

Table 1-2  Computer science values of the large prefixes

Prefix Computer science value
giga- N 2% =1 073 741 824
mega- "2% =1 048 576
kilo- 20 =1 024 !
NOTES
(1] BB RUER RS, CEAFE— L ERak, Witg— ﬁ‘ffz%ﬁﬁ?f ﬁ* a%%ﬁ@ﬁ
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KEYWORDS o
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information processing ERLE output device 0 B tﬁ #BE
hardware BE 4 main memory Y- 1
software ® % central processing unit (CPU) 4t b 78 9%
program BF bus ‘ ' ,E.i%
general-purpose machine @R GHE)HL microcomputer ﬁﬂﬁ‘ﬁm
special-purpose machine & B GIHE)HL minicomputer INELH R L
instruction &4 {nainframe EHL, KL
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EXERCISES - . P

1. Multiple choices. . ; v .
(1) When we store a problem into a computer, is, necessary.
a. space _ b. time

c. input device

a.-

. output device

(2) Early computer solved problems.

a. control b Business abplibationé s
c. engineering d. “mathernatical :
+ (3) We can use prefix micro to express T R _

a. time metric - b, space metzic . .
c. both time and space metrics . do107t ‘ .

(4) We can say a bus is simply _—
a. a group of wires b 2 wire
c. a 8-bit bus " d. 2 16bit bus ‘

(5) A computer system user generally more cares for-—~~ © | ’ ' ‘ ’ T

a. physical size of the computer. BRSSP AL !
. b. storage size ‘ - . N
c. speed of computation y
‘ d. efficiency of the computer_ oo ;
(6) According to the physical 51ze of computers we, can classlfy the computers into
a. mlcrocomputer b. mlmcomputer
c. mainframe d. supercomputer’
" (7) Prefix “mega” used for computer scienct is :

a. larger than 10° ‘b. smaller than 10*
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c. equal to 2%° oo ds 1048576 . i
(8) The basic hardware components of any computer include
a. CPU . S b. ’:L'ﬁai:xitheir;bfy
c. input devices d. output devices
2. Fill in the blank with appropriate words or phrases found behind this exercise.
(1) A computer system solves a problem by
(2) The amount of effective work of a computer can be indicated by directly.
(3) Computer systems consist of .
(4) Computer that can solve only one kind of problem is a .
(5) Computer that can solve many different kinds,of problems is a ____ S
(6) instruct the hardware. '
7 is difficult and expensive to_change. .
(8) We usuélly show the computer components in a
a. general-purpose machine
b. hardware
c. accépting input, processing problexﬁ,.and producing output
d. block diagram
e. software
f. storage size
g. special-purpose machine
h. hardware and software

1.2 WHAT IS A PROCESSOR

A processor is a functional unit that interprets and carries out instructions, Every
processor comes with a unique set of operations such as ADD, STORE, or LOAD #hat
represent the processor’s instruction set. Computer designers are fond of calling their
computers machines!’!, so the instruction set is sometimes referred to as machine
instructions and the binary languaée in which they are written is called machine
language! You shouldn’t confuse the processor’s instruction set with the instructions
found in high-level programming languages, such as BASIC or Pascal.

An instruction is made up of operations that specify the function to be performed
and operands that represent the data to be operated on. For example, if an instruction is
to perform the operation of adding two numbers, it must know (1) what the two
numbers are and (2)where the two numbers are. ' When the numbers are stored in the
computer’s memory, they have theyir'addl;‘esses to indicate where they are. So if an
operand refers to data in the computer’s memory it is called an address. The
processor’s job is to retrieve instructions and operands from memory and to perform
each operation. Having done that , it signals memory to send it the next instruction.

This step-by-step operation is repeated over and over again at awesome speed. A
timer called a clock releases precisely timed electrical signals that provide a regular pulse
for the processor’s work. The term that'is used to measure the co‘mputer"s speed is
borrowed from the domain of electrical engineering and is called a még,a,hgrvtz (MHz2),
which means million cycles per second. For example, in an 8-MHz processor, the
computer’s clock ticks 8 million times to every 1 second tick of an ordinary clock.

o« 4 .



A processor is composed of two functional units—a control ‘unit.and an .arithmetic/
logic unit—and a set of special workspaces called registers.

1. The Control Unit

The control unit is the functional unit that is responsible. for supervising the
operation of the entire computer systefn. In some ways, it is analogous to a telephone
switch-board with intelligence- because it makes .the conmections between various
functional units of the computer system and calls into operation each unit that is required
by the program currently in operation‘® .

The control unit fetches instructions from memory and determines their types or
decodes them. It then breaks each instruction into a series of simple small steps or
actions. By doing this, it controls the. step-by-step operation of the entire computer
system.

2. The Arithmetic and Logic Unit

The arithmetic and logic unit (ALU) is the functional umt that provides the
computer with logical and computational capabilities. Data are bro;;lght into the ALU by
the control unit, and the ALU performs whatever arithmetic or logic operations are
required to help carry out the instructiont®, ‘ ‘ :

Arithmetic operations include adding, subtractmg, multlplymg, and dividing.
Logic operations make a comparison and take action based on the results. For example,
two numbers might be compared to determine if they are equal: If they are equal,
processing will continue; if they are not equal, processmg will stop '

SarEt

3. Reglsters f

A reglster is a storage location msnde the processor. Reglsters in the control unit
are used to keep track of the'overall status of the program that is running, Control unit
registers store information such as the current instruction, the location of the next
instruction to be executed, and the operands of the instruction.’ In the:ALU, registers
store data items that are added, subtracted, multiplied, ‘divided, -and compared. Other
registers store the results of arithmetic and logic operations.: '

An important factor that affects the speed and performance of a processor is the size
of the registers. Technically, the term word size (also called word length), descnbes the
size of an operand register, but it is also used more loosely to descrnbe the size of the
pathways to and from the processor. Currently, word sizes in general purpose
computers range from 8 to 64 bits. If the operand registers of a processor.are 16 bits
wide, the processor is said to be a 16-bit processor. - A

NOTES B . . .
[1] be fond of doing . .. E’ﬁiﬁ‘“% Freeeeee , I oo e+ " call computers machines By “HHHHL
mAHHLE.
[2] because FWE@RVEM’? #1 makes M calls # i} ﬁﬁﬁﬁ\#ﬁlﬁﬂﬁﬁi. calls into operation
each unit 89 XU F B3, IEH 3% FF ¥ calls each unit'into operation . -5 & % * 15 e 5 38 44 4T
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KEYWORDS
instruction 545 clock i
instruction set HAYRG, 4458 megahertz (MHz) IRk
processor b as S " control uhit S HE, A
operation BE WEL BRIEBKS arithrhetic and logic unit (ALU) AR /2 #3544
operand B b word size (word length) . B 2.3
register FER machine language, YLARRTH o
EXERCISES s - o "
1. Match the following terms to the appropriate definition. .
(@) Processor. (€D) Megahertz (MHz).
(2) Instruction set. 8) Control unit,
3 Clock. (9 .+ Arithmetic and logie unit CALU). \
4) Machine language (10) Register.
(5 _Operation, o ,(11) Word size.
(6) Operand. ' '

a. The part of an instruction that specifies the fuhetion that is to be performed
b. The binary language in which a computer’s instfuction set is written.

c. A timer in a processor that releases preciskly timed signals that provide a pulse for the

processor’s work, ' . . . . :
d. A functional unit that interprets and carries out instructions
e. A unique set of operations that comes w1th gvery processor.
f. The part of an instruction that tells where data that. are operated on are located

g. Million cycles per second. vy

s

i

h. The function unit that is responsible for supervising the operatxon of the entire computer

system, . ~ K P

i. A function unit that provides the computer with logical and computational cap&bility.

j- The term used to describe the size of operand registers and buses. ‘-
k. A storage location inside the processor. )
2. Fill in the blanks with appropriate words or phrases.
(1) We usually call our computers .
(2) An instruction set can sometimes be referred to as
(3) The bmary language is called
(4) We don’t confuse the processor’s mstructlon set w1th the instructions of
(5) An instruction consists of !
(8) An operand that refers to'data in the memory is called an’
(7) A'timer can give precisely timed - .
(8) A processor includes two functional units; ‘they are -
(9) The ways by which the control unit works are analogous to
(10) The control unit takes out the from memory.
a. address : . o b. high-level programming languages

d. machines p

i

. instructions

c
e. electrical signals
g. a telephone switch-board with intelligence

f. machine instructions-
h. operations:and operands



i. machine language ‘j. ‘eontrol unit and. ALU -

1.3 MEMORY SYSTEMS

1. Memory System Desiderata G A e e

The memory system has three desiderata.
(D Size: infinitely large, no constraints on program or data set snze

(2) Speed: infinitely fast, latency equal to the fastest memory technology
availablet'3,

(3) Cost: the per bit cost should approach the lowest-cost technoTogy available. _’

Clearly these specifications cannot all be achieved as they are mutually excluswe
However, with the semiconductor and magnetic memory technology of today, “theése
specifications are closely approximated.

2. Hierarchical Memory

In this section it .is shown how designers .implement a practical memory that
approaches the perform"ance of an ideal memory at reasonable cost. This memory system
has a hierarchy of levels: The memory closest to the processor is fast and relatively
small, but has a high cost per bit. This level is called the cache; The real memory,
sometimes known as main memory, is slower, larger, and has a lower cost per bit than
the cache; The lowes(#level “in the hierarchy is usually a magnetic disk that has the
longest latency and the lowest bandwidth, however, it can be very large and has a very
low cost per bit. This hierarchy is illustrated in Fig. 1-3.

lProcessorH Cache ]<——| Real Memory l‘——{ Disk —I

Fast Slow
Small Very Large
High Cost Very Low Cost

Fig.1-3 Hierarchical memory

Note that Fig. 1-3 does not include the processor register file In the memory
hierarchy. ' The register file is a program—managt‘d cache and is generally nhot included
in the memory system. Also, there can be more’ than one cache in the hlerarchy

3. Paged Virtual Memory

Paged virtual memory provides the solution to the first de51deratum of a very large
memory’s bemg available to the processor. Because of ‘the 1mpdrtance of this
desideratum, the relationship between virtual and real memory is discussed first, With
virtual memory, the processor addresses the disk, the " latge, Slow end of’ the
hierarchy. ¥ The memories between the processor and the disk aré there t6 increase the
effective performance (reduced latency and increased bandwidth) of the very slow disk.

If every instruction and data reference were made to the dlsk, the processor perfdrmance
would be slow indeed. '
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Then why is virtual memory so important? Large memory is needed for large
programs and data sets. Early computers with small real memory required that the
transfer of data between real memory and disk be managed explicitly by the operating
system or the user. Virtual memory provides for automatic management of this portion
of the memory hierarchy through a combination of hardware and software aids.

The virtual memory interface is shown in Fig. 1-4. A real memory of 16M bytes and
a virtual memory of 2G bytes are shown for lllustranon, many modern’ vnrtual—memory
systems are much larger than this. Virtual-memory space is divided into equal-sized
groups called pages. A page in a modern computer is 1K, 2K, or 4K bytes. Real
memory is also divided into the same equal-sized groups, called page frames When
information is moved between virtual-memory space and real- memory space, a complete
page is moved.

Virtual Memory
2G bytes
Real Memory
16M bytes

Page Frame
Processor

Page Frame
Virtual f
Address Translation

Fig. 1-4 Page allocation and address translation

4. Caches

Section 3 discussed how virtual memory extends the address space of a processor.
However, the latency of real memory is too long to support high-performance
processors. Even with the high-speed DRAMs used today for real memory, something
must be done to overcome this latency problem

The solution to this performance problem is to add another level to the memory
hierarchy, called a cache, shown in Fig. 1-3. The allocation of spaces in a three-level
memory is shown in Fig. 1-5. As discussed in Section 3, the virtual- address space is
divided into equal-51zed pages. These pages are placed in real-memory frames of the
same size. Because a page can be placed in any vacant frame, there j is no particular order
to the allocatjon of pages to frames. With the addition of a cache, blocks of 16-32 bytes
are taken from the page frames in real memory and placed into a block slot for access by
the processor. For modern processors the cache usually has a latency of one pracessor
clock, so that instructions and data may be fetched without delay except when the
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referenced item ‘is not in the cache.
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Fig. -5 Real memory and cache allocation .
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5. Memory Devices

1) RANDOM-ACCESS MEMORY REARREA

Random-access memory, or RAM, is the kind of memory we usually refer t6 when
we speak of computer memoty. It is the most widely used type, and consists of rows of
chips with locations established in tables maintained by the control unit*!,

As the name suggests, items stored in RAM can be gotten (accessed) both easily
and in any order (randomly) rathgr than in some sequence, RAM relies on electric
current for all its operations; moreovers if the power is turned off or interrupted, RAM
quickly empties itself of all your hatd work. Thus, we: say ;RAM is volatile, or
nonpermanent,

2) READ-ONLY MEMORY ;

Read-only memory, or ROM,  typically holds programs. Theése programs are
manufactured, or “ hard-wired” in place on the ROM chips. For examplé, a
microcomputer has a built-in ROM chip(sometimes called ROM BIOS, for ROM basic
input/output system) that stores critical programs such as the one that starts up, or
“boots”, the computer. ROM is “slower” than RAM memory, and as a result, 1tems in
ROM are transferred to RAM when needed for fast processing, - - o

Items held in ROM can be read, but they cannot be changed or erased by normal
input methods. New items cannot be written into ROM. The only way to changeé iténis
in most forms of ROM is to change the actual circuits, © = - G

3) MAGNETIC DISKS : : .

The magnetic disk is a circular platter with a smoot‘h surface and a coating that can
be magnetized. Data is stored on it as magnetized spots. The readmg and recording
device, the disk drive, spins the dlsk past read/wrlte heads that detect or write the
magnetized spots on the disk.

4) CD-ROMS o .

Optical disks need.thin beams of concentrated light to store and read data Itis a
form of laser storage, called CD-ROM.



