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SYNOPSIS

MOMENTS , CUMULANTS, PRODUCT-MOMENTS AND
RELATIONS inter se

by Chueh-Ming Wang

L. The parameters of population are the objects of biometrical study, but
they are frequently imarginary and abstract truth so that we could not show
them as such concretely. In such cases the only thing we can do is to take
from parent population the random samples from which we estimate the
correspondent statistics instead of parameters.

I1. The methods of sampling are divided into :

(1) sampling with replacement
and (2) sampling without replacement.

The former, in gerenal, is called the simple sampling. As a result of
sir;ple sampling an infinita population can be formed of a finite one. But
under the circumstances of sampling without replacement an infinite population
can arise from the infinite one only.

I11. In the sense of statistical probability the most probable value of a
statistics is its expectation. A statistics may vyield one or inore than one
value for its expectation according as whether its parent population is finite
or not and the size of population in turn, may vary as sampling methods.
Therefore, on considering the expectation of a statistics we must refer to
the sampling procedures involved

IV.  The axiom Prof. Fisher, R. A. and his followers believe in seems to
be that every population might be assumed to be infinite as a result of sim-
ple sampling. Indeed, under this axiom some theorems worked out by him

¢t al are at best and can admit, perhaps, no further improvement.



V. Although the writer refers to both the two cases of sampling with
and without replacement when considering samples involved, still, he feel§
with Prof. Fisher and is convinced that when assuming the infinity of popu-
lation as a result of simple sampling there is frequently great convenience
but no absurdity, especially, in dealing with k-statistics.

VI. Both the moments and the product-momenfs here involved are divided
into two categories. For exarriple, the moments are divided into:

(1) ., the moments of rth order about zero:
. 1 s 1B
W="5 gl N X; =7V“‘ g} X3

where x, is a variate measured from zero, n; the frequency of the peculiar
value of x,, r its exponent and N the size of population.

and (2) s, the moment of 7th order about arithmetic mean :

-
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where the variate measured from population mean (z) each equal to (x;—p)
and the other symbols are just the same as defined in (1).

According to (1) when »=1, 4 is the first order moment about zero
and therefore, the population mean (#) and according to (2) when 7=2, 2]

the second order moment about population mean and thus, equal to the var-

iance of distribution.
VII. The relations betweén # and g, can be shown simply in the following
expressions : |

(1) ="Cottr+"C, to_s tfy +"Cy oo i34 +++ +7Cooypr, 7™ + Copt”
and (2) 4="Cop,—"Cithoipy +"Coths i2—"Cythh_s i} + -+ +(=1Y(1—r)tt”
VIII. Population mean of the product of variates such as X'i;, X3, ..., and
x;* is the product-moment of #,, #s,...,7,th order and symbolised by

(1) #a. . .m.the product-moment about zero of 7,, 7,, ... , 7, th order :
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where X, Xj,.--,X, are the variates of the same popuiation measured from
zero and E (xi'x}...x;") is the expectation of their product

and (2) My,

.. the product-moment about mean of 7, 7, -.-, #th

order :

(x5 ) St Z XAl
Ly, ey o, = (X X e X )= i i
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where x;, x;, -+, %, are the variates of the same population measured‘ from
mean and E (x}', 2%, ..., x") the expectation of their product.

IX. The relations between moments and product-moments of the same
population are considered here in both the case of sampling with and without
replacement :

(1) In case of variates measured from O and sampled without replace-

ment
(1) ", ]vA’//| IJI’-—ll/l "2
i | S r—— =
N—-1
I\ I, — 1 . - ’ » ’ 5
(1) M, e, ,.:‘_'_‘;'-]\7;1—)(]_\[?.2)7[]\[— Mg Mos Mo — N (84500 fiog + Prisrs Mo
e 4"‘/‘:-./1; :x) +-—u 12 w:l
G A, v = _ N N: ;
S N T (N 2) (N—3) CN o oy s g = N (thvs 1 s
il v Mg ey, T o vy fio Pl 75 Mooy g Mg 2 Mhasmy flisi Mo Py oy )
+2[\I(|”,1»/*'+, /l,( + ,“/I«»:'i—/l/l:; + ,’/]-H Hx/l/r -‘ ’; 4 I-l|/ll‘)
+N(."'r|+l*_’ /1/‘.4»1'4 =+ I /xfl./’7 14 + f"uul, T S )_6,“:IH 7 +u]
etc.

and (2) In case of variates measured from O and sampled with replace-
ment : Since N, the size of population tends to infinity, relations between

., ,m and g can be shown simply in such general expression as follows :
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If variates are measured from mean, we substitute x. for # in the expressions

above. It is worthy of note that in case of sampling with replacement, if
any one of #’s equals unity, the relevant product-moment vanishes owing to

such circumstances as follows :

Ha,voy o, o rn = 1 s, Tt T e Pyt g = ey Py Pyt Mgttt

= fhog Mo Pyt =0,

\

X. Let us now turn to the relations among m-statistics* such as
M, Wy Mt o, ., A0A M, o, ., » Which are like those between moments and
product-moments of population and can be brought out by substituting »: for
¢ and n for N in case of sampling without replacement. In this case m, also

equals zero.

XI.  Moments or product-moments through which the observation and expect-
~ ation are combined are called the combined moments or the combined product-
moments. ¢, the combined moments and ¢, », . ,m, the combined product-
moments are essentially related to random errors (¢) so that they could be

defined as follows:

(1) o

1 il ] 7\ 1 2 r * ’
=" (Xi— ) =—-3¢l, (s:=F%i—p)
' n =i n =t

and (2) Cri, vo,... vk o

_ 1 T T S ”
Crt, 00, ., ™= i i X
"TTn(n—1) (n—-2)-(n—h+1) w‘zsw‘*e XII(X " (},( SRR

.
— . L 21 12 eTh
n(n—1)- (n—h+1) %J;;e R

where %, is a variate from a sample of » individuals.

(3) Relations between ¢, and ¢u, .. ,n: These relations are like

those between g and t4, », ., m, but ¢ stands for g.

0 el e Lvg gy 13w
#)  Hr=—> X}, m,v——Z(xi—x) =—>, etc..
7N i=1 n i=1 n =1
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XIl. The combined moments can be calculated and analysed by means of
the following formulae :
(1) Calculating formula :

C=m,— VM, M+ 7’(7;__' 13 m,_ /1',2 — wies (_1)""' Wi, /,';rq -{—(——1)' ,/4;"

& o.

and (2) Analysing formula:

rir—l = =
C=m,+¥m, ., €. 4= ( __)~ Mo o S o0 +EL
21
= = pa_ o 1 g W
where &,=xXx—Ex=m—my=— (¢, +e,+-++e)=">1¢
u n =1

From the above it follows that ¢, may be expressed in twc ways, #; and
being involved in one of them and . and € in the another, and that the

variation of ¢, is due to two sources, viz., variation within and between

samples. The analysis of ¢, », ..., » may be exemplified by .that of ¢, .:
Cot, e =— -l—usZ\[ " 8 E e BG4S
nn—1) =&
+E),

where &,=%;,—X and ¢,=%X;—X.
XIII. The expectation of statistics may be regarded as a population value
and thus, a combined parameter connecting sample and its parent population.
The expectations of various statistics are enumerated below :

(1) m,: the expectation of 2, in general, is # , no matter whatever
the size of population may be,
and (2) m,: The expectation of m, varies as the sampling methods and
highness of its order :

(i) Sampling without replacement :

N n—1
Em,=1, b) Em,=0, Em=———— ————— 15,
a) m ) Em c) Em, N_1 c

d) Em,= N* L (m=1)(n=2)

(N-1)(N-2) n*




N (n=1)(1—2) (n—3)
(N—1) (N—2) (N—3) T

x [(N2=2N +3) ¢1,—3(2N—3) (5]

and e) Em,=

(m—1)@2n—3) . N , a5z
+ 2 wp Lt 3]

where N and #n are the size of population and sample respectively.
(ii) Sampling with replacemant: In this case all the expectations

are different from and simpler than the above except when r=0,1.

(=D (n=2) ,
n- .

a) Emz=‘n—;1 y b) Em,=
c) Emr——in:aL (n2—3n+3) p#,+3(2n—3) 5]

and d) 'm‘a’=——n—— ((n—1) zy+(n2—2n+3) 5],

From the above we see that ¢) and d) are two simultaneous equations
with the two unknowns #, and /£ and that if the values of , and (£ acquired

are substituted in expression of &,, the following formula will be obtained :

— n? B B ]
M D m—2)(n—3) ((n+1) Em,—3(n—1)Em3)

We also see that k-statistics, the estimates of k. must be related to

m: and m, in such a way as follows :

n? 9
/c4——(~n—m—2—)(——-— (n+1)m,—3(n—1)m;] .

This is an instance that illustrates how the calculating formulae of k-statistics
are derived. In either case of sampling the expectation of . can be calculated
by means of either of the following formulae, but that of f) is more con-

venient.

—Lmy_omt— e - (— i)’(l—r)m}" ]

e) Em.=E(m,—rm;_m; r(;z' 1)

f) Em,=E(c—rcr_ic r—(;Tl)cr-,c?—---+(—-1)"(1—-r)c{]



(3) iy, .. .mand M., .., . s: The expectation of m, ., , wis
always /4., ~  ,m, but that of #., », E must be calculated each by
means of each correspondent formula.

(4) ¢ : The expectation of ¢, —the combined moment—varies in accor-
dance with sampling methods, but all the combined moments can be analysed

in such a way as follows:

= 7
Ec,=E(m,+rm,. s.-L_L_, L)

27 ﬂl,,,g Tob e —}—EJ):'//.,.
(5) ¢n o~ ,m: The following expression is available for the expres-
sion of ¢, -, . .= in either case of sampling :
B, 1o, v o=l 10 )
where /4, », 0 varies according to the sampling procedures.

XIV., k-statistics and k-parameters are established by Professor Fisher, R.A .,
the latter being called the cumulants. Under the presumption of infinite
population these parameters are very useful. They are qualified as follows :

(1)  k-Statistics: These statistics consist of S,, s, and #, the size of

sample; s, and S, being defined by professor Fisher as follows :

n

" "
= xi=nm., S.=3(%—X)= D ¥i=nm,
=1 =1

=1

g S g e
Thus, (i) k=" =m=X,

n
(U) lv?g:-~ l - Sg: 7%_ ms ,
n—1 n—1
[ees ]?.;:— ?[ e B n* .
(111) T n_2) D=2 s,
G = . — [ +1)S,— 3m—1) 53]
‘ ‘ (n—1)(n—2)(n—3) nt+1) n 1
n o
= T (o —2 (o + ,—3(n— .
(n—1)(n—2) (n— 3) (n+1)m (n 1)m:|
and (v) k= nt l‘ 5) S, — 10(n =3 S, S]
(n—1)(n—2)(n—3)( n—4) (7 +5)



= nd - 5 5_10 _1 . 555; .
T n=1)(n—2)(n—3) (n—4) [(n+5) my—10(n—1)m )

Ek,, the expectation of %, of course, is k., the cumulant. .

(2) Relations between «. and #: From knowledge of the expectation
of E-statistics we see how cumulants and moments are related to each other,
viz. ,

(i) #=Eky=ti=p, (i) k,=Ek=,
(ili) &s=Eky=p,, (iv) k,=Ek=p,—3t
and (v) ks=Eky=p—10y 1, ,

(3) Relations between # and A.: 2’s are Thiele’s semi-invariants.
Bécause in calculating 4. he used the statistics . instead of ., the ex-
pectations of these parameters—it would be rather better to say “a kind of Sta-

tistics "—are different from cumulants except Ei,=¢,, viz.,

G) Eh=rk,, (i Ex.::-_"_;_lk,cz, (iif) Ez,‘=_(”_—%£l‘_2_),c3,

(iv) Ez4=£;3i ((n—6n+6) ky— 6143

and (v) E15=(i‘——1);§—”—_—2—)— ((n—12n+12) tes— 60nk k. )

From the above it is evident that semi-invariants and cumulants are
not thoroughly identical.
XIVb, In addition to the infinity of size of pOpulati.on, rando;nness and in-
dependence are two important proporties of error. Such things agree with
Professor Fishér’s conception about the variate %; and therefore, both the
combined and non-combined moments and prdduct-moments can be interpreted
in terms of error, that is to say;

(1) Relations between error and combined moments: Such relations.

can be brought out by following expressions, viz.,

,
—H .

i

}'{1«::,1; + €; ) eizii_[‘; ; i:‘[‘;'*' E! ) §s=



hence, (i) ¢ =—>(Xi—/M)=-—2¢
o=t n i=1
and (i) €Cu, = 1 . s ST el gftene e}
o nin—1)(n—2)-(n—k+1) 5i&x = |
(2) Relations between error and #: An understanding of these

relations is very important on applying them to the research practice and
they can be shown as follows:

(i) Ee=p,
and (ii) Eei' e e =yt pln=--tto,
and whereby we see that:

(iii) Ee;=p,=0
and (iv) Eep 5;:’...5'/4_—_/,1 Hw e g = = [y /"'-:"',’41:0
XV. Since what we can practically deal with is the sample mean that
fluctuates sample by sample, the variance (V(X)] and standard deviation [S.D.
(X)] of mean are very important for the purposes of p_ractice, but they vary
with the sampling methods in such a way as follows :

(1) In case of sampling without replacement :

= N—n 112 N—n ks

(i} WEls o B ener v

) V®=53 SN u
/ I N—wn s
and (i) SD(x)=)/N-# _ [N-n_ &
- 2t o V N—1 " » "V N=1 »n

(2) In case of simple sampling :

and (i) SD.(X)=y =

The variance of mean also can be brought out by means of E(c,—Fc,).
XVI. Because both the mean square and standard error are estimated from

sample, they vary about their true values. In the case of simple sampling
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L ]
these variances due to random variation are calculated in such a way as

follows :

(1) Variance for mean square=FE(k.—Ek,)= n_ +72_’f2T

~and (2) Variance for standard error——4’6k— +_2(_nliT)

Taking the square roots of (1) and (2) we obtain. the standard deviations
for mean and standard error respectively. In the case of small sample - that
is to say # is small—we would rather call both of them the standard error
than the standard deviation.

XVIIL g, and g, the estimates of 7, and 7., the parameters related to skew-

ness and kurtosis and their variances are such as follows :

(1) Estimating 7, and 7.:

. k.,
) i) &= ke
and (i) g=1F

and (2) Variance of g, and g :

(i) Variance for g, =E(g,—~Eg ;= L) _ k&  n(m—-1)

EE) 1 nn—1)(n—2)

w0 Un=1)(n—2)ke+In(n—2)kc, ks + 1(n—2) (n+ )i} +60* 1} ] _ ki
[n—1) (n—2)ks + 3n(n—1) 1+ 3)tss lon+ A(n— 2)Icq+n(n+1)(”+3)k] k;
and (ii) Variance for g.,=E(g.— Eg,)?= EE) _
g.=E(g.— Eg,) ER) i

The expression of variance for g is so lengthy that we are obligéd
to omit it. In this connection, readers are requested to refer to the text.
XVII‘I. If of N individuals of parent population of binomial distribution there

are M with attribute A, then its chance of success will be p=% , by

means of which the important parameters and statistics of this distribution
can be derived.
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(1) Sampling without replacement: If the relative frequency of m
individuals with attribute A and (z—m) with B in a sample of » individuals
is P;, then it will be such as follows :

n(n—1)--(m+2)(m+1)

Pi=- :
1:2:-3(n—m+1){n—m)

o MIM—1Y(M—2)---(M~- m+1N—MYN—-M—-1(N—M—2)- (N—M—n+n+1)
N(N—1)(N—2)-«(N—n+1)
where M is the number of individuals with attribute A in a population of N,
(1) Calculating s :
a) m=np, b) rm=npl(n—1)p,+17,
c) m=np(n—1)n—2)p, p.+3(n—1)p,+1]
d) m=np((n—1)n—2)n—3)p, p. p.+6(n—1)n—2) p, p.
. +7(n—1)p,+1]
and (ii) Calculating 4 :
a) m=pm—m=0, b) p=wp((n—1)p,—p)+q)
) r=npln(pi po+ 2 —3pp,+ 3np(p—p.) + 3nu(p,— p)+ 2, p.— 3p, +1]
and d) =np(n’(p, p. ps+6p* py— 0D p.—3p")+60*(2pp: p.— pip. pi— D)
+ap p.(11p,—8p)— 6D, p. p.-+ 6P P+ b*— 2pp.)— 6nup,(3p—2p)
+12p, p.+n(Tp,— 4p)—Tp, +1]

Where g=1—p, p,:;ﬂlvi—,ll , P _ M=2 and p:;:;’\/{—}"

If N and M are very large, then p,,p., and p, are all practically
equal to p and the expressions of b),c) and d) turn simple, viz .,
b) m=npq, c) pr=npglq—p)
and d) =3n*p* ¢*+npq(l1—6pq) . R
(2) Sampling with replacement: In this case the general expression

of P;, the relative frequency is such as follows :

Pi:' n ! B pmq n—om
m!(n—m)!
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where p, the chance of success always holds good.
(i) Calculating 2 :

for number—of success......... t=np(n—1)p+1]

a) m=np, b) , .
' for proportion of success....o= %E( n—1)p+1]

c) m=np((n—1)(n—2)p*+3(n—1)p+1]
and d) /1%:1@[)[(11'—1)(n—2)(n—3)p3+6(n—1)(n—2)p9+—(1_1—1)p+-1]

and (ii) Calculating - :

" (for number of SUCCESS. . .vvevvrrariiennnes t=npq

a) 4/,=0,b) { . pq
for proportion of success.................. ==L

n

c) m=npg(q—p)
and d) m=3n*p*q +npg(l1—6pq) s

XIX. If of » individuals in a sample there are m with attribute A, then

the chance of success of A will be p’(:%) that is the estimate of popula-

tion value, p. When substituting p’ and ¢(=1—p") for  and ¢ in the expres-

sions of 4 and ., we obtain those of m. and m.,. In the case of sampling
\ L ) .

without replacement p;,p. and p; age substituted for p.,p. and p, where

b1, p: and p, are equal to m=1 3 m—2 and m—3
n—1 n—1 n—3

respectively. Let us

now turn to the relations Petween Em. and g which are such as follows :

(1) Sampling without replacement :
(3) For number of success: p=unp[(n—1)p,—p)+q]

_ N-1
N

L Enp (n—1)pi—0)+q]
n—1
and (ii) For prOportion of success : .u<_>=—‘§— ((n—1)p~p)+4q]

=N-1. 8 p¥ o 15—p)+q
7oy B =10 )+ ]
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and (2) Sampling with replacement :

(i) For number of success: .'L_.Zn‘zbqr:—z’@1 -Enpq 2
1 —_—

and (ii) For proportion of success: ,L_’:_Piz_*f% _Eb4

XX. As to cumulants and A-statistics, only the parameters and k-statistics
for the number of success are shown here with the exception of those of
second order which are very important in practice of research works. As a

matter of course, here only the sampling with replacement is concerned in it.

(1) Calculating %, :

For number of success: k= " upq ,
(i) ky=mnp , (ii) Bk
g 7 p'q
For proportion of success: k= B el
n—1 i
(iii) By=—o A np'qlqg—p)
(52— 1)1n—2) '
and vy k= - o Tnp'qg +upqg(l—6p'q)
(n—1)n—2)(n—3)
and (2) Calculating #.:
For number of success.....-L.=pq
(1) hy=nb, (i1) peg
For proportion of success...... Jea= :
n

(1il)  h=npgla—Dp)

and (i) ky=npg1--6pq).

~rvr

XX1. The 7, and 7. of binomial distribution in a sample of n individuals

from the infinite population may be expressed in terms of p and g as follows :
' d

1) p= 4P

{ s
vy ="
Viapg '

npq

From the above we see that when » is very large both 7, and 7. tend
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to be zero,.viz. , the binomial distribution inclines to nbrmality.

XXII. The error—in other words, the random error—is normally distributed
and fluctuate between =+ o, so as its population is infinite and its distribution
can be shown in the following forms :

(1) Generating Function: It can be expressed in three forms, viz.,

1 X-p?

(i) d]::_e"'_' 2o dx, (x measured from O as origin)
6y/27;

(i) 4 =;»1———--~e"_2;7 dx , (x measured from mean ¢ as origin)
oy/2n

9 -

(i) df=—t—e 7 do, (0= dr=0dw.)
1/ 27 7]

From the above it is evident that the normal curve is symmetrical -
about the ordinate located at mean as axis so that all the moments of odd
numbered order disappear and that the total probability of variate obeying
the ‘normal law of error must equal unity.

(2) Calculating #-: The moments a.bout meah of 7 th order are very
important for the purposes of practice and can be calculated directly in such

a way as below :

+00 2 +oo o
- 2 B r!
MHr=- 17 = gx'e 20° dxX=-— -gx’e 26° dx= ‘—L‘—ﬂ”r

. /2T
From the properties of expression on the right side it is obvious at
once that in normal distribution all moments about mean of “odd numbered
order vanish and that thosg of even numbered order could be brought out
alternatively by. means of the following formula :
tr=135(r=3)r—1)o" °
When substituting »=0,2,4,6,8,... each by each in the formula above, we

obtain :



