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1 Reading Devices

Our starting point for this study of writing systems is text-to-speech synthe-
sis — TTS, and more specifically the computational problem of converting
from written text into a linguistic representation. While the connection be-
tween TTS systems on the one hand and writing systems on the other may
not be immediately apparent, a moment’s reflection will make it clear that
the problem to be solved by a TTS system — namely the conversion of
written text into speech - is exactly the same problem as a human reader
must solve when presented with a text to be read aloud. And just as writing
systems, their properties, and the ways in which they encode linguistic infor-
mation are of interest to psycholinguists who study how people read, so (in
principle) should such considerations be of interest to those who develop
TTS technology: At the very least, it ought to be of as much interest as,
for example, understanding the physiology and acoustics underlying speech
production, something that early speech synthesis researchers such as Fant
(1960) were heavily involved in.!

Since my starting point is TTS, and since | assume that most readers will
not be familiar with this field, I will start this chapter with a review of some
of the issues relevant to the development of TTS systems, particularly as
they relate to the problem of analyzing input text. This will be the topic of
Section 1.1. In Section 1.2 I will informally introduce, by way of a simple
example, the model that | shall be developing throughout the rest of this
book. Finally, Section 1.3 will introduce some aspects of the formalism and
the conventions that will be used throughout this book.

! It will perhaps come as no surprise that TTS researchers have not, in fact, gencrally been
overly interested in writing systems. This is undoubtedly duc in part to the relatively low
interest in text-analysis issues in general in the TTS literature, at least as compared to the
high level of interest in such matters as prosody, intonation, voice quality, and synthesis
techniques. It also is undoubtedly related to the fact that much of the work on TTS is driven
by rather practical aims (e.g., building a working system), where an overactive interest in
theortes of writing systems might appear to be an unnecessary luxury.



2 Reading Devices

1.1 Text-to-Speech Conversion: A Brief Introduction

As noted above, the task of a TTS system is to convert written text into
speech. Normally the written representation is in the form of an electronic
text — coded in ASCIl], ISO, JIS, UNICODE, or some other standard de-
pending upon the language and system being used; this circumvents one
problem that humans must solve, namely that of visually recognizing char-
acters printed on a page.? Similarly the output is a digital representation
of speech. Between these two representations are numerous stages of pro-
cessing, which can be profitably classified into two broad stages. The first
stage is the conversion of the written text into an internal linguistic repre-
sentation; the second is the conversion from that linguistic representation
into speech. The latter consists of computing various phonetic and acoustic
parameters, including segmental duration, F, (“pitch”) trajectory, properties
of the output speech such as spectral tilt or glottal open quotient, and (in
concatenative speech synthesis systems) selection of appropriate acoustic
units or (in formant-based synthesis systems) the generation of vocal-tract
transfer functions appropriate to the intended sounds. We will have nothing
further to say about these issues here; the reader is referred to Dutoit (1997)
for a good general introduction to these issues and also to Allen, Hunnicutt,
and Klatt (1987) and Sproat (1997b) for an overview of how two particular
systems (the MITalk system and the Bell Labs TTS system) work.

In any TTS system the output speech will be generated from an annotated
linguistic representation, which is in turn derived from input text via the
first stage of processing defined above. How rich a linguistic representation
is presumed (and in terms of which linguistic theories and assumptions it is
couched) differs from system to system, of course, but we may at least assume
that the linguistic representation will include information on the sequence
of sounds to be enunciated (usually allophones of phonemes, but in some
systems whole syllable-sized units); lexical stress or tone information; word
and phrase-level accentuation and emphasis; and the location of various
prosodic boundaries, including syllable and prosodic phrase boundaries.
Thus for an input such as that in (1.1), we might presume as a plausible
(partial) linguistic representation, the representation in Figure 1.1.

(1.1} 1 need 2 oz. of Valrhona and 6 anchos for the mole.

In the particular rendition of the sentence presumed in Figure 1.1 there
are two intonational phrases (denoted by ¢} grouped into a single utterance
(U). Lexical stress is indicated by a metrical tree dominating individual

2 Of course, it is possible 10 hook up a TTS system to an optical character recognition (OCR)
system; such systems have in fact been available for several years in the form of page-readers
for the blind (¢.g., Kurzweil’s reader): and there has been much recent interest in conversion
of FAX into speech, which adds yet a further complication, namely messy input.
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Figure 1.1. A partial linguistic representation for the sentence in (l.1).
Shown are a phonetic transcription, a prosodic analysis into two intona-
tional phrases (¢) and one utterance (U), accent assignment (*), a set of part
of speech tags, and a simple phrase-structure analysis. Phonetic symbols
are IPA. Note that ‘MP’ means ‘measure phrase’.



4 Reading Devices

syllables (o) and dominated itself by a prosodic word (w); we assume that
proclitics form a prosodic word with the following content word. Also
indicated are lexical accents for the words need, two, ounces, Valrhona, six,
anchos, and mole.

To produce this representation, or any equally plausible representation,
for this sentence, a reader must “reconstruct” a great deal of linguistic
information that is simply not represented in the written form. Naturally all
syntactic information, including both the morphosyntactic part of speech
tags as well as phrase structure, must be computed. So must a great deal
of the phonological information. In particular, the sequence of phonetic
segments are only somewhat indirectly represented in English orthography;
in some written forms such as 2, 6, and oz. they cannot be said to be
represented at all. In the latter case the linguistic form must be reconstructed
entirely from the reader’s knowledge of the language and often depends
upon information about context (does one say ounce or ounces?). In some
cases readers may need to make educated guesses about the pronunciations
of some words, though if these follow the normal pronunciation conventions
of the language they will usually guess correctly: Even readers who had not
previously seen the words anchos or Vairhona could nonetheless probably
have guessed the correct pronunciation. For mole — in the sense of a Mexican
sauce, and pronounced /'molei/ - the situation is more complex since the
pronunciation here does not follow standard English conventions: In this
case one would simply have to be familiar with the word. But there is of
course an additional problem here in that, as in the case of oz., one must
also disambiguate this word, so that one does not pronounce it as the
homographic /'mol/ (e.g., in the sense of a species of insectivore).

Prosodic phrasing is rarely represented; note that punctuation is only
partly used in this function (Nunberg, 1995), and in any case it is by no
means consistently used in every case where one might plausibly find a
prosodic boundary. Lexical accentuation is almost never indicated.?

Thus, if one is designing a TTS system that can handle arbitrary text in
a given language, it is generally necessary for the system to possess a large

3 It is generally true that suprasegmental and prosodic information is systematically omitted
from the orthographies of a large variety of languages. This is particularly true for high level
prosodic information such as prosodic phrase boundary placement, and accentuation and
prominence. But it extends to purely lexically determined features such as lexical tone. Thus
while some languages, such as Thai, Vietnamese, or Navajo, do indicate lexically distinctive
tone in their orthographies, it seems to be far more common to omit this feature: For example
many orthographies developed for tonal languages of Africa omit marks of tone, though it
should be noted that many of these scripts were developed by European missionaries who
had no understanding of tone; see Bird (1999) for a discussion of more recently developed
African orthographies where tone is marked.

A related point, as Geoffrey Sampson has noted (personat communication), is that Latin
did not mark length in vowels (though gemination in consonanis was marked).



