NSO R AR R
N L5 &ﬁ:)—‘—AﬁH

.%2:* 2




XIANXING GUOCHENG DE RUOGAN JIXIAN LILUN JIQI YINGYONG

debd Fene T AR

HEZRE =




BEEHESE (CIP) &8

SHUENBRETHRRBEBSRENH/ Z-8F. —
BUM - BT R 2 H R4, 2010. 11
ISBN 978-7-308-08121-4

I.0%:- 1.0%- 0.04HREHE®R R

V. ©o231

o E R A B 518 CIP B (2010) 55 219458 &5

SMIENETHRREERENA

FER

RiERE % #
#HENET  XURE
HR&EZIT Wil K% R
(M TR B L% 148 5 #FE 4% A 310007)
(M 4k . http: //www. zjupress. com)
Rt P RESCRITARAF
Rl BUMBUETEN S HIRAF
A& 710mmX1000mm 1/16
B 13.75
# 290 F
El & 20104 11 HE 1R 20104 11 AE 1 KEIR
S ISBN 978-7-308-08121-4
#+ 35.007C

Bl # F it 83 H3H

MIFE BEW®R HiEERE HRAK
WL K2 IRt RATRBHR I s i (057188925591



(=Pl

FREL2000 FRVTHIAFEFRZ KMELEK
BHUWHELE L 2M, BEHANFLIMEFREF SR
W RER, B ERME TR EH XL, FH IR
EUR “HIMEFERFRRER - RFE, 2006 F,H
BEANANKR A RBEEA T IMEEREF T EFET
FTHIF R FEEHF LA NEHRTAHFHEL 151 A
FIREZERERAR NS 2007 FEHITEHFFR
REFERT R IX., BEFR, ZABN . BRFEZH A
FRETILEFARR X, % &% SCLYE, @1 Journal of
Mathematical Analysis and Applications , Metrika, Statistics
and Probability Letters , Acta Mathematics Sinica-English
Series, %, FHERXREANFELTE HEFTHHAAE
Z. 555 EREAMFELTE BEXARE LN
ER I R LTI 7



)

illlg

MRLEAEE LRV RRIRENER. EEERBE. EAR
¥ ERPEFRAEEZHNA, B 20 HA 30 FRLIK, RBEIEE,
T HARBEFAS R, ERRRERRERFES X —, HWEHX
St ER PR EEM IR R, JFEBE AL ¥ E Gnedenko F Kolmogrov
Byt “HERLANRRMNERFESIRR B BB R, BEREB e
RATREZEFEERLNEAMENEES L. " SHRREREERR LR
FREERCR, TXTEEF P ERARENRE Y — — ST RARMR
RO T RERNMBERRELEHEFHTNZ —, AEREM RS RN
MRBRAERR. SRAR PRI DA S 7E 2R P B A AT T RIS

KRN R WFFI R A EEERENHA, FRERMETRT A
HENBHSFHEE, EX TR, TERYEEREAERL T ZMNA. Fik
REFEB I THRRELRAIRZTOH B AR F R4 R R R R E . 4
2R T Ky B 2 RE LA B JE S (Fakhre-Zakeri(1997)), 1R E T K iRIE S BEYLAS
BF5 (Birkel (1993)) DI RIRZTAELELIRIEM MK (LPQD) &R H T (Tae-
Sung (2001)), E2HE] T HNA X T REL B P ORRERE (CLT) AZK S
ORRERE (FOLT). E—SEAWEAMAT, XM TRUELBEHMBESHRBER.
He#m, Burton F1 Dehling (1990) 33| T RMM B KW FIE, Yang (1996)
BT DR PR B R E MR,  Li et ol (1992) 1 Zhang (1996) #BE T
SERWSET RS R

A A EERS A R R BENLAE B P B S R A S SRR AT T
Wig. RETAMH, REAEFEPREENFERESHAREAMTH, MEKIKZIE



S AL RGE T IR AL KA

RARMBRRY. EfASCFE TSR, el asE — x—
Mg LROEX ST s Br s, sk ™l L, BFSR Rk L ey REALAS B 7 50
BETHRZAMERALRENL. KX, RTHAKEYERRIRERGTFE
FILAE R 20 O —=+4FR, M4FTEA Bernstein (1927) , Hopf (1937) fl
Robbins (1948) S84 F MR HEFTHIR. —HBIBAE, U178 oo fea
REZRBEHAE.

AHNE - ERAREN RSO H S R T IRANIT®R. ERE
TEBETHE T A #fL 847 MK (ALNQD) BENLRE 87 51 7= i P RR i
R, FRT-MEEPORREHE. FEWNUERIEHRT RERERF—1%
BAEX, BUEABEWRETEBRSHHEKFGOERET, HWHESE Y
MFRZ P OB E L. FEE=TESRT — RN, 2%
ZRNATIHHRSF P MR ALE — BEREBERR ST R R
i, RTTEEEFE LI EE T, RETAR RN SEEYA R, §EE
—A . BUFITRYRE—FIE p— BEWERFI - ENRELR, B3
TSR SRS, PISBRE L BB A 55 S LA R BE AL 2 AR AT A 5308

EHE ., =8P, BRINTR TR TFRESBYBBRIBER. EF 2,
FE R WFECYH WA R EENLAE BT 51 7 A i 2R o 78 0 SR BRI 3R
SERWAER &2 B Hsu f1 Robbins (1947) B AHY, FErdds (1949, 1950) 1
Spitzer (1956) AE TNV BITFFE. BT 20 42 60 FFL, Katz (1963) & Baum
1 Katz (1965) ?&FTWI]E’J R, BEWMTER: & X0, X, - K iid B
PIARFS, id S, ZXJ A p<2,rzp M4

Jj=1

oo
Zn”p_2P{|Sn| >ent/P} <oo, £>0

n=1

AL FEE SN E|Xq " < oo, HY r> 1B EX = 0. K. JFREE (1985) Xf
XERFETHE LT 580k, HJS Davis (1968) iEBH T: MEE ¢ > 0,

x
I
Z OTgLnP{|Tn| 2 ey/nlogn} < oo

n=1
WAL RELMGRN EX: =0 H EX? < co. BiJF, X4 T &GN Ll
RHES B2, B, Chen (1978) K Gut 1 Spataru (2000a) 18T 24 € ™\, 0 B}
iid. FEALAE R Baum-Katz & Davis KEURAEFELY: (B 2.B). BEXN, *

2



BE. ROLFSENRIIE N EERE T REME. MM TRENLR, Zhang
(1996) BRI T Baum-Katz KB RMTLWMENER (CH 2.4), XFL
Y ERREOEE T ENE RS 2. HRRIEE _EWE 5, W T
SEH 2.B BB T WS TRINL S RN T1E o IBE 5 NA FREMRE M
TS BERERY. 5—FEH, ENEREEERRRERFRIREAY
R, EREARBERL, TR —EARSHEECEMEY, 3+
E2B3 TIFLS MR, KIT, Gut fl Spataru (2000b) BERT —FRXT
Lid. FEYEEFFIEXBRAET TR CE, SRILEHE 2.C. MLt
X TEM BRI T E NS REEEZ . BRE=T P, &
LRI RIEN BAE - IBRA B NA BFFIRA G FRFROERE 2.C WEX S
BRSBTS R FRERLSL. ¥ Vnloglogn Bk vnlogn J&, AT FEHE
B TR 2D B ERAHEOES R ERL. B, Exesikms
J=H Chow (1988) #£H#y, FHiTRT iid. HEYERFFIMHET2WSE (CB
2.E). EEBMIHE (2002) i+ T B (B M 7. [F] 446 HEHLAE 725 571 B 4 58 2 8
. MW FRANTIRT B NA VAR FH - ENRES BR TR L
.

B T7E Chow S AWM BET, FHEMEIRIC (2004) 1R T iid HHER
FF% TR TE2WN R EXFETEMERTIER. BaEfEnEtie
3 (2004) (BART, BEFFRNFESREL XN REHES R RELE
REWFABERS. FoWRRIOBETH ild EIEEFSIFE Rt gt
FHERZLWBEFHREOIER. H210NED TR FHEMEX PR

AEENES, RIOTEEIHL T Kt R A FEH— SN . — B,
FERE “RATHENRFERERRTIZ 7. XFRRB SRS
YRR MEEL, EEAR. HEREMFEPRE LEAFEEE, BRN
SHERBROAEE, TRMAH T NMREDC AN C A REBRTS B
T (BESRAEN+RENTS), (B2 S MSEFLZ N AP EHEEER, FHikg
St —EH A MBE R T H T2 G, MEAFKRAR N —F A
WLE —HTEEAEEMNE, FAEHAREESSR, UESRETOEE
R REREHRAPI. B SRS E TREENIER. 2
Gt S4B U P EE S T KT AR S A 1R, I Ho & T A SOk AT

3



SMEANETRIREZBALER

LAZ N, Csdrgé M Horvith (1997). BAF S EAR S4By AR HF— 4]
HIBFR T, SIBT ¥ ARFAAKEIXRE. Sen f Srivastava (1975a, b), Hawkins
(1977), Worsley (1979, 1986), James et al. (1987) PAJ% Srivastava fl Worsley
(1986) % R K1 RN —F IS FFANR L A8 S EA S AR, Hinkley (1970),
Bhattacharya (1987), Yao (1987) FIHAAR £ 23 5 B R —5 i 20748 B BeAF
RAGTE. T FFIAERAEE, Picard (1985) XTH B A Bl & B HE Bi#47 T
flivt. DA EXSEE SR WHEE AR (MLE). A2 R B8R i B/ 5efl
It (LS) Frikkihie Rt AR A S A T AR PR IR . P AR LS i
Bai (1994) 23R8, XANHIEARFEF MLE, LA HRAE R ENLIREM A
R R, T EIHEAXEAE. Bai (1994) A LS %R T/ iid. HHLER
FRR = R 2 e FR Y B Rl T, ARTT X AR K LR B 5148 S B B 9 To e
RFARFEIMBNEBHFE. £ WHRESBEMKBR IR TR BRSO
WHRERMERE. R EET Bai (1994) SR (1) BERM 2572, dlaj| < oo
MR 3522, laj| < oo, (i) ZEE ZHIAMKMRIL T A LS 11821 T XLl s i FR
. AEEHNFEATBOIT R LW XS, B REZE SRS
B U AR BRI A B EME 4R, FIHEE /) SCER ST I A L
WEVEE R BBV BF SRR BRIEIL. 730, Yao (1988) H Schwarz
HENIAE T T ML IEAF A EN A S 3 E . (ERIT I R M B T s
TERBEEXEE. G40 Bai (1994); Davis et al. (1995); Horvath (1993,1997);
Picard (1985); Epps (1988) A & Bai 1 Perron (1998) . E=THEITETH
MAEKRE TRESBRE T AWHEGHEURMEGEE. YTEAKE BN, =
EH2H T Bai (1994) $2iH#Y LS Jrissefiit B S, M SBERAGHERL T, W
Sl AT B/ e R A Y. MR T T AU AR MR N
(B, Schwarz (1978)). | Fl 55 SR AR R X M 75 #4417 E R B R AR H 4
P —FREEN TR, YHFHARFEEBILE, Horvith (2000) 343 T 28 M4k
THHEIT CUSUM . MWK FE BB R ESAEFER L& EGT,
X BICIZ A AT E M 7 20 2 T /D IR ZRET CUSUM R%K.
EHR—REE, RHBW XM T EX PR BT R M R KR
o R AR R P R A R LR AR R B P I TR . ECrp R e R R
W& BRI S MR FFIAR DM RIS RE, W gk
TH ¢ BE. NAFIPFENRETBREERREEE TR —ROMLEE T

4



A3

SXFHRE. TETMAMAERLHERERS LB, RIHAERITITRAH
B, XERXFRRATREN, XTRELBHFF LR BN, AT, R
TAARFRES, P ARG REBABIRIENEE.



Preface

Theory of Probability is a science of quantitatively studying regularity of ran-
dom phenomena, which is extensively applied in natural science, technological sci-
ence, social science and managerial science etc. Hence, it has been developing
rapidly since 1930°s and many new branches have emerged from time to time.
Limit Theory is one of the branches and also-an important theoretical basis of
science of Probability and Statistics. As stated in the classical book ”Limit distri-
butions for sums of independent random variables”(1949) by B.V.Gendenko and
A .N.Kolmogrov, ” The epistemological value of the theory of probability is revealed
only by limit theorems. Without limit theorems it is impossible to understand the
real content of the primary concept of all our sciences — the concept of probabil-
ity.” Classical limit theory is the signify achievement in the progress of Probability.
The linear processes are the most representative model in time series. Studying
various limiting properties of linear processes is one of orientations of the current
study of Limit Theory. Some significant results of the linear processes about weak
limit properties, strong limit properties and application in change-points problem

have been reached through deep research in this dissertation.

The linear processes are of special important in time series analysis and they

arise in a wide variety of contexts. Applications to econornics, engineering and
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physical sciences are extremely broad and a vast amount of literature is devoted to
the study of the limiting theorems for the linear processes under various condition
on errors. For example, under the martingle difference assumption on error, under
the strong mixing condition on error and under LPQD condition on error, the
central limit theorem (CLT) and the functional central limit theorem (FCLT) of
the linear processes are proved. Under some suitable conditions, other limiting
results have been obtained for the linear processes. For example, Burton and
Dehling (1990) have obtained a large deviation principle for the linear processes,
Yang (1996) has established CLT and the law of the iterated logarithm (LIL), Li et
al. (1992) and Zhang (1996) have obtained the results on the complete convergence

etc.

Some kinds of limiting properties of the linear processes under various de-
pendence assumptions are discussed in this paper. As is known to all, everything
has correlations between one another in the world. If we can properly describe
these correlations by mathematics, we can analyze subjects accurately by the pre-
cise tool- mathematics. Hence one can see that, the study on dependent random
variables has momentous significance. In fact, the study on the limit properties of
dependent random variables may be dated back to 1920’s and 1930’s. At that time,
scholars such as Bernstein (1927), Hopf (1937) and Robbins (1948) had carried on
studies on this topic. Till now, new kinds of dependent random variables and their

corresponding conclusions have emerged in a endless stream.

The first chapter presents a insightful discussion over the results about weak
convergence of the linear processes. In the second section of this chapter, the
stationary linear processes generated by asymptotically linear negative quadrant
dependent (ALNQD) are considered, and the FCLT is obtained. The third section
considers a more general linear process with dependent errors. It is shown that if

the dependent errors satisfy a key inequality, the FCLT is also true. As a simple
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application, the limit distribution of the statistics in testing the unit-root process is
obtained. The unit-root. process is a important process in theory of econometrics.
However, the error involved in many practical problems is usually a process rather
than a simple real random variable. The forth section copes with such a linear
process in question, which generated from a sequence of p-mixing processes, and
obtains the weak convergence about the partial sums of this process, two parame-

ters stochastic process and the random sum.

The second and third chapters are about the strong limit properties of the
linear processes, and the second one mainly considers the strong limit properties of
the linear processes generated by two common dependent random variables. The
results on this two chapters are related to the well-known complete convergence.
Erdos (1949, 1950) and Spitzer (1956) have carried out the relevant research on the
concept of the complete convergence, introduced first by Hsu and Robbins (1947),
and later in the 1960’s, Katz (1963) and Baum and Katz (1965) popularized the
outcome and came to the following conclusion, Let 1 < p < 2, r > p, then

) n
Z nr/p“zP{|ZXk| >en'/P} <00, £>0
n=1 k=1

holds, if and only if E|X;|” < oo, and, when r > 1, EX = 0. Davis (1968) proved:

for any € > 0,
o0 1 n
3 °i”P{| 3" Xil 2 ey/nlogn} < oo.
n=1 k=1

holds, if and only if EX; = 0 and EX? < oco. Bai et al(1985) established a
more general result on this topic. Subsequently followed by a variety of ways to
popularize. Furthermore, Chen (1978) and Gut and Spataru (2000a) have studied
the precise asymptotics of i.i.d. random variables in the Baum-Katz and Davis laws
of large numbers as € \, 0 (Theorem 2.B). Some Chinese scholars have also studied
the precise asymptotics. As to the linear processes, Zhang (1996) have obtained

the result of the complete convergence in the form of Baum-Katz and Davis laws

3
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(Theorem 2.A). However, the precise asymptotics results about the linear processes
are very few. In section 2, chapter 2, the purpose is to show that the kind of precise
asymptotics result such as Theorem 2.B also holds for the linear process under -
mixing and NA dependence assumptions. On the other hand, it is well-known that
LIL is a very propounding result in Probability Limit Theory. It is the precise
phenomenon of the strong law of large numbers. Many scholars have always paid
close attention to the study of LIL and a lot of classical conclusions have been
drawn. Recently, Gut and Spataru (2000b) published an article regarding the
precise asymptotics in LIL of i.i.d. random variables (see Theorem 2.C). But few
results for the precise asmyptotics in LIL about the linear processes are known. In
section 3, we shall prove that the kind of precise asymptotics result on LIL such

as Theorem 2.C also holds for the linear process both under ¢-mixing and NA

dependence assumptions, By replacing v/nloglogn by /nlogn, this section also
gives the result for the precise asymptotics on the law of the logarithm such as

Theorem 2.D.

The moment type convergence of the complete convergence was introduced
first by Chow (1988), and this convergence of i.i.d. random variables was discussed
(Theorem 2.E). Then Wang and Su (2002) established the moment convergence of
i.i.d. random elements on Banach space. In section 4, the moment convergence of
the linear process under NA dependence assumption will be studied. Enlightened
by Chow’s result, Jiang (2004) discussed the precise asymptotics properties on
moment convergence and LIL about ii.d. random variables. Then, with the help
of Jiang’s research, we mainly consider whether the precise asymptotics on moment
about the linear processes also hold in Chapter 3. In section 2, we obtain the result
of the precise asymptotics on moment convergence for the linear processes of 1.i.d.
random variables. In section 3, the precise asymptotics on moment LIL is also

studied.
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The fourth chapter is on the applications of the linear processes in change-point
problems. Generally speaking, change-point is “ the point which some quantities
suddenly change in the models ”, such a sudden change is usually a qualitative
change of things, which is common but important in nature, society and various
fields. Although, from the statistical viewpoint, the project of statistical analysis of
change-points can not be considered the most developed, it is vital in many appli-
cations. As a result, several effective ways to common problems are emerged, which
is useful for the applications. Once a change point is properly located, the original
model should be modified accordingly to provide better interpretation of data and
more accurate forecasts. Therefore change point estimation plays a extremely ac-
tive role in econometric modeling, and there are many articles about change-point
problems in statistical and economic literature. As for all-around literature, we
can turn to Csérgd and Horvath {1997). Among various issues, estimation of the
single mean shift is no doubt a popular research topic, which arouses long-range at-
tention in academic field. Sen and Srivastava (1975a, b), Hawkins (1977), Worsley
(1979, 1986), James et al. (1987) and Srivastava and Worsley (1986) proposed tests
for testing a shift in a sequence of normal means. Hinkley (1970), Bhattacharya
(1987), Yao (1987) and many others considered the estimation of the shift point
in a sequence of independent variables. For serially correlated data, Picard (1985)
estimated a shift in Gaussian autoregressive process with a known order. These
authors considered maximum likelihood estimation (MLE). This chapter discusses
the least-square (L.S) estimator of the unknown change-point in the linear process,
which has been proposed by Bai (1994). Unlike the MLE, the LS method does not
need to specify the underlying error distribution function and is computationally
simple. The LS procedure also allows a broader specification of correlation struc-
ture in the data than MLE can typically permit. Bai (1994) has considered a linear

process of i.i.d. variables by the LS method. However, it is undoubtedly more in-
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teresting to study change-points about dependent random variables. In section
2, we consider the limit properties of the change-point estimation for the linear
processes under dependence assumptions, and at the same time, Bai’s (1994) out-
comes are improved from two aspects: (i) to weaken the condition 322 jla;| < oo
to 3 g laj| < oo, (ii) similar limit properties are obtained under more depen-
dence assumptions. Most early efforts have been devoted to the detection of a
unique change-point. In comparison, less studies have been carried out on the
issue of multiple structural changes in multiple changes. The problem is much
more intricate when the number of changes is unknown, and only a few papers
are published on this problem. Many people only consider the particular case of
changes in a sequence of independent random variables. In particular, Yao (1988)
estimated the number of jumps in an independent normal sequence via 'Schwarz’
criterion. Some others also considered the problem of dependent data, for example,
Bai (1994); Davis et al. (1995); Horvéath (1993, 1997); Picard (1985); Epps (1988)
and Bai and Perron (1998) and so on. In section 3, we discuss the consistency and
the rate convergence of the multiple change-points estimation of the linear pro-
cesses under various dependence assumptions. When the number of change-points
is known, the configuration of change-points is estimated by LS method, which has
peen proposed by Bai (1994). When the number of changes is unknown, it is es-
timated by using penalized least-squares approach. This method of change-points
detection can be seen as a problem of model selection via penalization (see Schwarz
(1978)). One of the key tools in change-point analysis is to make use of a weak (or
strong) invariance principle for the observed sequence and to develop an asymp-
totic test. Horvath (2000) derived asymptotic CUSUM tests for detecting changes
of weak dependence processes for which a weak invariance principle is available.
The main aim of the section 4 is to derive the asymptotic CUSUM tests (based on

least squares residuals) for detecting changes in the mean or variance of a strong
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dependence process such as a linear process with long memory.

It should be pointed out that some subjects mentioned in this article, such
as the precise asymptotics in LIL and the limit properties of the long memory
processes, are hot topics in field of limit theorems. And we try our best to make
each of our results as perfect as possible. For instance, in Chapter 2, the results
on linear process are established under minimal conditions. These conditions are
sufficient and necessary for partial sums of i.i.d. random variables. However, due
to the limitation of academic ability, some results in the paper may not come to

the optimality.
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