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Ontology Based Query Expansionin
Vertical Search Engine

Ma Liangjun', Chen Lin', Gao Yibo', Yang Yiping'

(1. Institute of Automation, China Academy of Sciences, Beijing, 100190, China)

Abstract: Queries to search engine on the Internet are usually short, and cannot provide e-
nough information for effective retrievals. Researchers have developed query expansion to cope
with the problem and proved its usefulness. But previous researches have mainly on the general
search engine and do not give the semantic enough attention. In this paper, we introduced a no-
vel algorithm especially for the vertical search engine, which makes full use of the character
that knowledge in special domain can be described more availably and powerfully than that in
the open domain. In the algorithm, we utilize the knowledge, formalized by ontology, to gener-
ate semantic diagraph for combinations of words in one query. And then according to the seman-
tic distance between the vertexes in the diagraph, we selected the candidates to be add-
ed. Terms added into the initial query are obviously related in semantic with the initial one. And

we experimentally show that it can improve the search result clearly.

1 Introduction

The proliferation of the World Wide Web prompts the wide application of search
engine. Especially, theemergence of the WEB2. 0 is booming the vertical search engine [1].
However, short queries [ 2] and the incompatibility between the terms in queries and the index
have infected the performance of the two kinds of searching engine. Many researchers have in-
vented various algorithms of query expansion to solve the short query problem. And most of
them focus on the automatic query expansion [3]-[7][13]. Generally, the automatic query
expansion can be categorized into local strategy and global strategy.

A query method based on local strategy usually extracts expansion terms from part of the
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initial query results by applying the relevance feedback technology, with the vector processing
method and the probabilistic feedback method as basic ones. Early experiment [ 5] has shown
improvement in precision for small test in practice it. Recently [ 3] [13 ] have improved the
strategy by involving user logs and applying the minimal feedback separately. But the strategy
consumes much time and is affected by the first query result badly in some case; and also the
users may be reluctant to select the relevant files.

As in the global strategy, researchers like to make use of the thesauri, which is co-occur-
rence-based , automatically built or handed-crafted, to expand the initial query words. In [4 ]
[6] [7], researchers have examine the method and developed it. This strategy is easy to ap-
ply and more timeless. Comparing with applying the co-occurrence-based thesauri, people like
to study and apply the co-occurrence-based thesauri, but in the lasted result (4], Hui Fang
showed using the manual crafted thesauri, for example WordNet, will have a better result than
just using the co-occurrence-based thesauri. And the limitation of co-occurrence-based query
expansion was mentioned even earlier in [9].

But the algorithmsabove are mostly for the general search engine, of course, they do not
pay enough attention to the knowledge in domain. Terms added into the initial queries are al-
ways lack of clear semantic relationship. But the abundant, more available and describable do-
main knowledge is just the specialty of the vertical search engine versus the general one. What’s
more , mining the relationship between terms based on the domain knowledge becomes more
possible.

And then taking account of the result of [3]-[9] and [ 13], the more related terms add-
ed with the initial query, the much better the result shows.

In this paper, we déveloped a novel method of query expansion, which is based on the on-
tology-described knowledge and focus on the semantic relationship of terms. The method can
make sure terms added are obviously related with the initial query in semantics. Furthermore , it
is developed especially for the vertical search engine. In this method, we firstly establish the
domain knowledge database by adopting ontology as the describing tool; secondly parse the
query string into terms, and then construct semantic diagraph with each term as the first vertex
based on the domain knowledge ; thirdly calculate the semantic distance between the first vertex
and each vertex in the semantic diagraph, and then according to the threshold, select the ex-
panded terms of each semantic diagraph; at last, we combine all the terms gotten from the se-

mantic diagraph with logic operator and then obtain the result of query expansion.
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2  Domain Knowledge Structure

In this section, we’d like to introduce the structure of the domain knowledge data-
base. And the domain knowledge database is the basis of this method introduced in this paper.

Firstly, taking into account of the ontology’s powerful ability to describe knowledge, we
chose it as the core of the domain knowledge sources.

Besides that, we suggest the domain knowledge source includes, not limited, the ontolo-
gy, the fact database and, for each language supported in the search engine, a lexicon that in-
cludes an onomasticon, a lexicon of names, a thesaurus that only includes the synonym, and
some supporting category tree, especially a shallow semantic analyzer.

And Figure 1 shows the sketch structure of the domain know]edéé;

¢ Lexicon

Ontology

g
I
|
|

 Supperting
. Category g !
Tree *

Fig. I the sketch structure of the domain knowledge

The ontology can be divided into two classes, according to the fact they describe, one is
themain ontology which is the basic standard that most material classified according to; the oth-
er is the supporting ontology in which the items are candidates for values of the instances’ of the
main ontology or the ontology’s slots.

For the values in the instances’ or the ontology’s slots which cannot be described in ontolo-

gy but can be expressed in hierarchy, we store the values in hierarchy which are named after
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the supporting category tree.

And the shallow semantic analyzeris used to gets some special attributes from user’s que-
ry. For example, a query “1940 dollars, computer” , the analyzer will obtain a pair of attribute
“price : 1940 dollars” . In our method, it simply utilizes the regular expression to obtain the at-
tribute pairs. e. g the regular expression: | ——=POH-EAJL]? [BFHA]? [J8] |\
d\d* [ B TH]? [Jt] to match the pattern of “=.TFJ0" (which means three thousand

yuans) in Chinese, and get the attribute pair of price: 3000yuan.

3 Semantic Diagraph

In this section, we will post a structure to express the semantic relationship among words
or phrase based on the domain knowledge. Referring other researchers’ result, we also give an
equation to calculate the semantic distance in a diagraph, which quantifies the relationship be-

tween vertexes in the diagraph.
3.1 The definition of the Semantic Diagraph

Semantic diagraph is created to describe the semantic relationship among words, phrases
and strings, partly referred to semantic net mentioned in [ 6 ], with its vertexes expressing the
words, phrases or strings, whose edges labeled with relationship of the Tail and Head and each
edge 1s assigned with a weight. In the semantic diagraph, we use the distance among the verte-
xes, the relationship between any of the two vertexes, and the weight of the edge to mark the
semantic distance of the two vertexes.

So, a semanlic Eiiagraph can now be defined as follows:

Definition 1. A Semantic Diagraph structure 1s a couple

SD: = (V,E),
Where -
- SD: a semantic diagraph;
- V. the vertexes of a semantic diagraph. It can bea word,  phrase or string.

— E: the edges of a semantic diagraph. And 1t is defined as the definition 2.
Definition 2:  An edge of a semantic diagraph between vertex v;and vertex v;:

E": = {vi, v; r wr}

if PRI R
Where .
—v;and v, are the two vertexes that the edge E; connected; and i is the distance of the

vertex v, to the initial vertex v,. And the distance of the v, and v, is always regarded as the
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jumps in nearest path of the two Vertexes.

—r,; is the relationship between the two vertexes, generally it can be categorized into the
following categories: hyperonymy ( Mount Tai is-a Mountain, donated with @ ), hyponymy
( hyperonymy’s reverse, donated with anti@ ) , meronymy (computer has-a hardware, donated
with % ) , holonymy ( meronymy’s reverse, donated with anti% ), similarity (love similar-to
like, donated with $ ). Including the relationship above, there are still some a little more
complicated ones. (1) Auribute: Mount Tai is a node of ontology WORLD-HERITAGE , with
an attribute named LOCATION whose value is Tai’an, a city of China. So Tat’an is attribute-of
Mount Tai. And Attribute is donated with #; (2) HasAtiributValue; In opposition to the Attrib-
ute, Mount Tai HasAutributeValue Tai’an, which is denoted with anti#. (3) Instance; to de-
scribe the relationship from class in ontology to its instances; (4) Class: to describe the rela-
tionship from an instance to its class in the ontology. “

—w, is the weight assigned to the relationship r.

o f” 101 ?ﬁ»\, Pine € irw’*rl;'}t};ft‘r'rmjm )

s # - \‘l\ \\\
{ # Sy N
7 ) 4 SN Mowni HuangShag
4 N [N A
/ /12 | WMouns Tar | ‘HU[( i .
¢ antif™ \\'K" l/ - \\ SN 5
; - \ L ami# Y
| / ! \ anti# SR
{ _,v . Fengshan L $ - e " ‘f[.u\]mx Peck
{ Sacrifices anti@ v AN L
] i ¢ (B _ e !
> o P b l\ \ \!xr“,}lnang\han District \ |
v\ { /- “_A\\\ Five Great i T o \F\“’
3 ] A I ! Mouniaing i a.ntl({l\;‘ ! N
\ < (77— * i\ / v
A\ 41\ VRN //Afl: ! //
\\ /" N [/ fI\\‘:' ERY \\ jgil) )('it\' of HuangShan
. {1 I Mouns g LTS S S
\‘\ S TR Zong tanvther Y Ve
N o /T / name of Mowunt Tai in \ 7
i ?\ \\ // Chineset Vool
r - S A
y e
" o v

Fig. 2 part of a semantic diagraph with

the initial vertex “ & #” (means the Pine Greeting Guest)

3.2 Semantic Distance

Semantic Diagraph is established directly on the connection in the lexicon, named entity
database and the ontology. The difference between two vertexes in semantic is mainly related
with the two variables: the distance of the two vertexes in the nearest path, the relationshipbe-
tween every two connected vertexes in the nearest path.

We use the semantic distance to express the semantic difference and relation between ver-

texes. Consulting the study in [ 10 ] on the similarity computing based on HowNei that the fur-
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ther the distance of the two vertexes is, the more dissimilar the two vertexes are. So we define
semantic distance between the initial vertex and any other vertex v, in the semantic diagraph as
follows :

Definition 3 ; The semantic distance between the initial vertex and any other vertex v, :

S, =(-1) -log2{nli]1Tn : (i fA)m}”
=—n§;log2Tn—m-log2(i+A)+l (1)

Where T, is the weight of the relationship between vertex v, _; and v, in the nearest path
from v, to v,, which is various and confined within {0, 1], especially when i =0, T, =1.k
and A are integer and various. m is an attenuation, which is integer, various, and m >2.

For any of the two vertexes in the diagraph, assuming v, and v;, the semantic distance is
defined as follows:

Definition 4 Assuming i >j, the semantic distance of the vertex v; and v, in the semantic
diagraph

k
J+A

J k I
S; =8 -8; = ;longn +m - log, Tr A ”Z]longm +m - log, (2)

Where T, is the weight of the relationship between vertex v,_, and v, in the nearest path

from v, to v;.

4  Ontology based Query Expansion in Vertical Search Engine

In this section we’d like to introduce a novel algoritam that applying the domain knowledge
and the semantic diagraph to select the expanded terms. Shortly the algorithm is as follows:

Assuming Q is the initial query,

(1) Shallow Semantic Analysis: utilizing the shallow semantic analyzer, we obtain the at-
tribute pairs from Q and then delete the matched items from Q. Let the attribute pairs are A.

(2) Based ononomasticon in the domain knowledge source, we obtain the named entities
N from the remaining of , and delete the matched items.

(3) Let Q be the remaining Q" = {w, w,, wy, ---, w,| is the initial query, and w; is

the ith of all possible word combination in Q° (stop words are pruned as usual)

(4) For each attribute pair ind, and each item in Q’, we construct the semantic dia-
graphs according to the definition of the semantic diagraph in Section 3.

And then we obtain semantic diagraph collection:

SD = {sd| inivertex(sd) =i,ie Aori e Q'} (3)
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Whereinivertex (sd) =i means that the semantic diagraph sd’s initial vertex is .

When building the semantic diagraph, rule below should be followed:

Rule 1 to generate the sub-nodes of v, in a semantic diagraph based on the relationship
named Attribute mentioned in Section 3, if v, is a node in the supporting ontology or in the sup-
porting category tree, all the nodes in the ontology that have the attribute’s value equal to v; or
its sub-nodes should be added into the semantic diagraph as the sub-vertexes of v,;

As showed in Figure 2, it is part of a semantic diagraph created in our test environment
with an initial vertex “{IZ#,” in Chinese ( means the Pine Greeting Guests).

(5) Calculate the semantic distance between z;ny vertex and the initial vertex in each se-
mantic diagraph, according to the equation (1) and (2), and compare it with the threshold
set before, select the vertexes, whose semantic distance to the initial vertex is smaller than the
threshold, as the items to be added.

For each semantic diagraphsd;, we can obtain the candidates:

EP, = {y| 5 < S,y e sd, | (4)

WhereEP, means candidates gotten from the semantic diagraph sd;; S, means the semantic
distance between v; and the initial vertex of sd;. S’ means that the threshold set ahead; and the
v, means the vertex.

(6) Combine all temporal result to get the final result EPQ:

EPQ =N EP, (5)

When applying the combining, somespecial case should be pay atiention to:

Rule 2 ; when v, Nv,and v;and v;are both nodes in the main ontology or in the supporting
ontology -

If v, is sub-node of v;, v,Nv, =v,, else v,Nv; =V,

Rule 3: when v; Uv,and v,and v,are both nodes in the main ontology or in the supporting
ontology :

If v, is sub-node of v;, v;Uv, =v;, else v;Nv; =v;

Rule 4. when v;Nv,and v,and v;are not both nodes in the main ontology or in the support-
ing ontology :

If v,is the same to v, v, v, = v; = v;; else null

(7) Submit the last result of the query expansion, EPQ, to the search engine. And get the

result.

5 Experiments

In this section, we introduced the environment of our experiments, and evaluate the effec-



