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Forward

This textbook series is published at a very opportunity time when the
discipline of industrial engineering is experiencing a phenomenal growth in China
academia and with its increased interests in the utilization of the concepts,
methods and tools of industrial engineering in the workplace. Effective utilization
of these industrial engineering approaches in the workplace should result in
increased productivity, quality of work, satisfaction and profitability to the
cooperation.

The books in this series should be most suitable to junior and senior
undergraduate students and first year graduate students, and to those in industry

who need to solve problems on the design, operation and management of

G Sl

Gavriel Salvendy

industrial systems.

Department of Industrial Engineering, Tsinghua University
School of Industrial Engineering, Purdue University

April, 2002
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Preface to the First Edition

Sequencing and scheduling is a form of decision-making that plays a crucial role
in manufacturing and service industries. In the current competitive environment
effective sequencing and scheduling has become a necessity for survival in the
marketplace. Companies have to meet shipping dates that have been committed to
customers, as failure to do so may result in a significant loss of goodwill. They
also have to schedule activities in such a way as to use the resources available in
an efficient manner.

Scheduling began to be taken seriously in manufacturing at the beginning of
this century with the work of Henry Gantt and other pioneers. However, it took
many years for the first scheduling publications to appear in the industrial engi-
neering and operations research literature. Some of the first publications appeared
in Naval Research Logistics Quarterly in the early 1950s and contained results
by W.E. Smith, S.M. Johnson, and J.R. Jackson. During the 1960s a significant
amount of work was done on dynamic programming and integer programming for-
mulations of scheduling problems. After Richard Karp’s famous paper on complex-
ity theory, the research in the 1970s focused mainly on the complexity hierarchy
of scheduling problems. In the 1980s several different directions were pursued in
academia and industry with an increasing amount of attention paid to stochastic

xi



xli Preface to the First Edition
scheduling problems. Also, as personal computers started to permeate manufactur-
ing facilities, scheduling systems were being developed for the generation of usable
schedules in practice. This system design and development was, and is, being done
by computer scientists, operations researchers and industrial engineers.

This book is the result of the development of courses in scheduling theory
and applications at Columbia University. The book deals primarily with machine
scheduling models. The first part covers deterministic models and the second part
stochastic models. The third and final part deals with applications. In this last part
scheduling problems in practice are discussed and the relevance of the theory to the
real world is examined. From this examination it becomes clear that the advances
in scheduling theory have had only a limited impact on scheduling problems in
practice. Hopefully there will be, in a couple of years, a second edition in which
the applications part will be expanded, showing a stronger connection with the
more theoretical parts of the text.

This book has benefited from careful reading by numerous people. Reha Uz-
soy and Alan Scheller Wolf went through the manuscript with a fine-tooth comb.
Len Adler, Sid Browne, Xiuli Chao, Paul Glasserman, Chung-Yee Lee, Young-
Hoon Lee, Joseph Leung, Elizabeth Leventhal, Rajesh Sah, Paul Shapiro, Jim
Thompson, Barry Wolf, and the hundreds of students who had to take the (required)
scheduling courses at Columbia provided many helpful comments that improved
the manuscript.

The author is grateful to the National Science Foundation for its continued
summer support, which made it possible to complete this project.

MICHAEL PINEDO
New York, 1994



Preface to the Second Edition

The book has been extended in a meaningful way. Five chapters have been added.
In the deterministic section it is the treatment of the single machine, the job shop,
and the open shop that have been expanded considerably. In the stochastic sec-
tion a completely new chapter focuses on single machine scheduling with release
dates. This chapter has been included because of multiple requests from instruc-
tors who wanted to see a connection between stochastic scheduling and priority
queues. This chapter establishes such a link. Part III, the applications section, has
been expanded the most. Instead of a single chapter on general-purpose proce-
dures, there are now two chapters. The second chapter covers various techniques
that are relatively new and that have started to receive a fair amount of attention
over the last couple of years. There is also an additional chapter on the design and
development of scheduling systems. This chapter focuses on rescheduling, learn-
ing mechanisms, and so on. The chapter with the examples of systems implemen-
tations is completely new. All systems described are of recent vintage. The last

chapter contains a discussion on research topics that could become of interest in
the next couple of years.

There is a companion website for this book:

http://www.stern.nyu.edu/~mpinedo

xiii



xiv Preface to the Second Edition

The intention is to keep the site as up-to-date as possible, including links to other
sites that are potentially useful to instructors as well as students.

Many instructors who have used the book over the last couple of years have
sent very useful comments and suggestions. Almost all of these comments have led
to improvements in the manuscript.

Reha Uzsoy, as usual, went through the manuscript with a fine-tooth comb.
Salah Elmaghraby, John Fowler, Celia Glass, Chung-Yee Lee, Sigrid Knust, Joseph
Leung, Chris Potts, Steve Smith, Levent Tuncel, Amy Ward, Guochuan Zhang,
Subhash Sarin, and Wilbert E. Wilhelm all made comments that led to substantial
improvements.

A number of students, including Gabriel Adei, Yo Huh, Maher Lahmar, So-
nia Leach, Michele Pfund, Edgar Possani, and Aysegul Toptal, have pointed out
various errors in the original manuscript.

Without the help of a number of people from industry, it would not have been
possible to produce a meaningful chapter on industrial implementations. Thanks
are due to Heinrich Braun and Stephan Kreipl of SAP, Rama Akkiraju of IBM,

Margie Bell of i2, Emanuela Rusconi and Fabio Tiozzo of Cybertec, and Paul Ben-
der of SynQuest.

MICHAEL PINEDO
New York, 2001



Part 1

Contents

PREFACE

1 INTRODUCTION

1.1
1.2
1.3

The Role of Scheduling 1

The Scheduling Function in an Enterprise 4

Outline of the Book 6

Deterministic Models

2 DETERMINISTIC MODELS: PRELIMINARIES

2.1
2.2
2.3
24

Framework and Notation
Examples 20

Classes of Schedules 21
Complexity Hierarchy 26

14

Xi

11

13



vi

Contents
3 SINGLE MACHINE MODELS (DETERMINISTIC) 33
3.1 The Total Weighted Completion Time 34
32 The Maximum Lateness 40
33 The Number of Tardy Jobs 46
34 The Total Tardiness 49
35 The Total Weighted Tardiness 53
3.6 Discussion 57
4 MORE ADVANCED SINGLE MACHINE MODELS
(DETERMINISTIC) 62
4.1 The Total Tardiness: An Approximation Scheme 63
42 The Total Earliness and Tardiness 66
43 Primary and Secondary Objectives 74
44 Multiple Objectives: A Parametric Analysis 76
4.5 The Makespan with Sequence-Dependent Setup Times 79
4.6 Discussion 88
5 PARALLEL MACHINE MODELS (DETERMINISTIC) 93
5.1 The Makespan without Preemptions 94
52 The Makespan with Preemptions 105
3.3 The Total Completion Time without Preemptions 112
54 The Total Completion Time with Preemptions 116
5.5 Due Date-Related Objectives 119
5.6 Discussion 121
6 FLOW SHOPS AND FLEXIBLE FLOW SHOPS
(DETERMINISTIC) 129
6.1 Flow Shops with Unlimited Intermediate Storage 130
6.2 Flow Shops with Limited Intermediate Storage 142
6.3 Flexible Flow Shops with Unlimited Intermediate Storage 150
7

JOB SHOPS (DETERMINISTIC) 156

7.1 Disjunctive Programming and Branch and Bound 157
7.2 The Shifting Bottleneck Heuristic and the Makespan 167
7.3 The Shifting Bottleneck Heuristic and the Total

Weighted Tardiness 174
7.4 Discussion 181



Contents

vii
8 OPEN SHOPS (DETERMINISTIC) 186
8.1 The Makespan without Preemptions 187
8.2 The Makespan with Preemptions 191
8.3 The Maximum Lateness without Preemptions 193
8.4 The Maximum Lateness with Preemptions 198
8.5 The Number of Tardy Jobs 203
8.6 Discussion 204
Part2 Stochastic Models 209
9 STOCHASTIC MODELS: PRELIMINARIES 211
9.1 Framework and Notation 212
9.2 Distributions and Classes of Distributions 212
9.3 Stochastic Dominance 217
9.4 Impact of Randomness on Fixed Schedules 220
9.5 Classes of Policies 223
10 SINGLE MACHINE MODELS (STOCHASTIC) 231
10.1  Arbitrary Distributions without Preemptions 231
10.2  Arbitrary Distributions with Preemptions: The Gittins Index 238
10.3  Likelihood Ratio Ordered Distributions 243
10.4  Exponential Distributions 247
11 SINGLE MACHINE MODELS WITH RELEASE DATES

12

(STOCHASTIC) 258

11.1

Arbitrary Releases and Arbitrary Processing Times 259

11.2  Priority Queues, Work Conservation, and Poisson Releases 261
11.3  Arbitrary Releases and Exponential Processing Times 266

11.4  Poisson Releases and Arbitrary Processing Times 272

11.5 Discussion 278

PARALLEL MACHINE MODELS (STOCHASTIC) 283
12.1  The Makespan without Preemptions 284

12.2  The Makespan and Total Completion Time with Preemptions 293
12.3  Due Date-Related Objectives 302



viii

13

Part3 Scheduling in Practice

14

15

16

17

Contents

FLOW SHOPS, JOB SHOPS, AND OPEN SHOPS

(STOCHASTIC) 308

13.1  Stochastic Flow Shops with Unlimited Intermediate Storage 309
13.2  Stochastic Flow Shops with Blocking 316

13.3  Stochastic Job Shops 321

13.4  Stochastic Open Shops 322

333

GENERAL PURPOSE PROCEDURES FOR
SCHEDULING IN PRACTICE

14.1  Dispatching Rules 336

14.2  Composite Dispatching Rules 338

14.3  Filtered Beam Search 342

144  Local Search: Simulated Annealing and Tabu-Search 345
14.5  Local Search: Genetic Algorithms 352

14.6  Discussion 353

335

MORE ADVANCED GENERAL PURPOSE PROCEDURES 359

15.1  Decomposition Methods and Rolling Horizon Procedures 360
15.2  Constraint Guided Heuristic Search 364

15.3  Market-Based and Agent-Based Procedures 373

15.4  Procedures for Scheduling Problems with Multiple Objectives 380
15.5 Discussion 386

MODELING AND SOLVING SCHEDULING PROBLEMS

IN PRACTICE 391

16.1  Scheduling Problems in Practice 392

16.2  Cyclic Scheduling of a Flow Line 396

16.3  Flexible Flow Line with Limited Buffers and Bypass 401
16.4  Flexible Flow Line with Unlimited Buffers and Setups 407

16.5 Bank of Parallel Machines with Release Dates and Due Dates 413
16.6  Discussion 414

DESIGN, DEVELOPMENT, AND IMPLEMENTATION OF
SCHEDULING SYSTEMS

17.1  Systems Architecture 420
17.2  Databases and Knowledge-Bases 421
17.3  Schedule Generation Issues 426

419



Contents

18

19

20

17.4  User Interfaces and Interactive Optimization 429

17.5  Generic Systems Versus Application-Specific Systems

17.6 Implementation and Maintenance Issues 438

ix

ADVANCED CONCEPTS IN SCHEDULING SYSTEM DESIGN 444

18.1 Robustness and Reactive Scheduling 445
18.2  Machine Learning Mechanisms 450

18.3  Design of Scheduling Engines and Algorithm Libraries

18.4  Reconfigurable Systems 459

18.5  Scheduling Systems on the Internet 461
18.6  Discussion 464

EXAMPLES OF SYSTEM DESIGNS AND IMPLEMENTATIONS 468

19.1 The SAP-APO System 469

19.2 IBM'’s Independent Agents Architecture 472

19.3  i2’s TradeMatrix Production Scheduler 476

19.4  An Implementation of Cybertec’s Cyberplan 483
19.5  Synquest’s Virtual Production Engine 488

19.6  The LEKIN System for Research and Teaching 493
19.7 Discussion 500

WHAT LIES AHEAD?

20.1  Theoretical Research 503
20.2  Applied Research 505
20.3  Systems Development and Integration 507

APPENDIXES

A

MATHEMATICAL PROGRAMMING: FORMULATIONS
AND APPLICATIONS

A.l Linear Programming Formulations 513
A2 Integer Programming Formulations 518
A3 Disjunctive Programming Formulations 522

DETERMINISTIC AND STOCHASTIC DYNAMIC
PROGRAMMING

B.1 Deterministic Dynamic Programming 525
B.2 Stochastic Dynamic Programming 529

502

511

513

525



Contents
C COMPLEXITY THEORY 533

C.1 Preliminaries 533

C2 Polynomial Time Solutions Versus NP-Hardness 536
C3 Examples 539

D COMPLEXITY CLASSIFICATION OF DETERMINISTIC
SCHEDULING PROBLEMS 543

E OVERVIEW OF STOCHASTIC SCHEDULING PROBLEMS 547

F SELECTED SCHEDULING SYSTEMS 551
REFERENCES 555
NAME INDEX 577
SUBJECT INDEX

582



Introduction

1.1 The Role of Scheduling

1.2 The Place of Scheduling within an Organization
1.3 Outline of the Book

1.1 THE ROLE OF SCHEDULING

Scheduling deals with the allocation of scarce resources to tasks over time. It is a
decision-making process with the goal of optimizing one or more objectives.

The resources and tasks in an organization can take many forms. The re-
sources may be machines in a workshop, runways at an airport, crews at a con-
struction site, processing units in a computing environment, and so on. The tasks
may be operations in a production process, take-offs and landings at an airport,
stages in a construction project, executions of computer programs, and so on. Each
task may have a certain priority level, an earliest possible starting time, and a due
date. The objectives can also take many forms. One objective may be the minimiza-
tion of the completion time of the last task, and another may be the minimization
of the number of tasks completed after their respective due dates.



2 Introduction Chap. 1

Scheduling is a decision-making process that plays an important role in most
manufacturing and production systems as well as in most information-processing
environments. It also exists in transportation and distribution settings and in other
types of service industries. The following three examples illustrate the role of the
scheduling process in real-life situations.

Example 1.1.1 (A Paper Bag Factory)

Consider a factory that produces paper bags for cement, charcoal, dog food, and so
on. The basic raw material for such an operation is rolls of paper. The production
process consists of three stages: the printing of the logo, the gluing of the side of the
bag, and the sewing of one end or both ends of the bag. At each stage, there are a
number of machines that are not necessarily identical. The machines at a stage may
differ slightly in the speed at which they can run, the number of colors they can print,
or the size of bag they can handle. Each production order indicates a given quantity
of a specific bag that has to be produced and shipped by a committed shipping date
or due date. The processing times for the different operations are proportional to the
size of the order (i.e., the number of bags ordered).

A late delivery implies a penalty in the form of loss of goodwill, and the mag-
nitude of the penalty depends on the importance of the order or the client and the
tardiness of the delivery. One of the objectives of the scheduling system is to mini-
mize the sum of these penalties.

When a machine is switched over from one type of bag to another, a setup time
is incurred. The length of the setup time on the machine depends on the similarities
between the consecutive orders (the number of colors in common, the differences in
bag size, etc.). Another objective of the scheduling system is to minimize the total
time spent on setups.

Example 1.1.2 (Gate Assignments at an Airport)

Consider an airline terminal at a major airport. There are dozens of gates and hun-
dreds of airplanes arriving and departing each day. The gates are not all identical and
neither are the planes. Some of the gates are at locations with a lot of space where
large planes (widebodies) can be accommodated easily. Other gates are in locations
where it is difficult to bring in the planes. Certain planes may actually have to be
towed to their gates.

Planes arrive and depart according to a certain schedule. However, the sched-
ule is subject to a significant amount of randomness that may be weather related or
due to events at other airports. During the time that a plane occupies a gate, the arriv-
ing passengers have to be deplaned, the plane has to be serviced, and the departing
passengers have to be boarded. The scheduled departure time can be viewed as a due
date, and the airline’s performance is measured accordingly. However, if it is known
in advance that the plane cannot land at the next airport because of anticipated con-
gestion at the scheduled arrival time, then the plane does not take off (such a policy



