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Foreword

I’ve been a virtual machine addict for precisely as long as I’'ve worked with
computers. My first real job, which led to my first nontrival computer program,
was to implement a virtual machine for a high-level programming language.
There seemed to be something magical about the ability for a computer to
imitate another computer, or my idea of what a computer ought to be.

Now almost 20 years later, less starry-eyed and more responsible, I am
concerned that my work has utility, making it faster or easier to get something
done than it would be otherwise. But lucky for me, virtual machines have
proven ideally suited to the needs of the computing industry, where the appre-
ciation of the virtual machine has expanded dramatically. It’s no longer only
an intellectual challenge to the researcher arguably on the “lunatic fringe” of
programming language implementation, or the secret weapon of a small cadre
of mainframe O/S engineers and pioneers of system virtualization.

Several major trends have contributed to an explosion of interest in virtual
machine technologies. In particular the rise of the World Wide Web, by far
the largest and most ubiquitous cross-platform computing environment to
date, created enormous and visible opportunities for virtual machine-based
computing. Initially targeting the WWW, VM technology hit the mainstream
as a means of safely hosting cross-platform binary programs embedded in
Web pages. From that beachhead it has expanded to become the prevalent
approach to open platforms from Web and back office servers to cell phones
and smart cards, where the equivalent benefits — cross-platform applications
that are not tied to the underlying hardware or operating system — invariably
apply. Virtual machines form the basis of Sun’s Java and Microsoft’s .NET
platforms, currently the most popular software environments on the planet.



As new markets or applications are conceived, virtual machine technologies to
support them are adapted from these stalwarts.

In other markets as well, virtual machine technology is seeing a renaissance.
Companies such as VMware are finding virtual machine platforms to be an
ideal way to provide greater resource control, scalability and performance
across variations in host hardware or operating systems. Virtual machines are

likely to be common at multiple levels of the data center or server farm.

When I was asked to review this book, it seemed an opportunity to read
something I might not get to otherwise. I expected to focus on the chapter
covering virtual machines for high-level languages. Little did I know that I
would find myself excited by less familiar topics, for instance sending back
surprised comments expressing admiration for the decades-old IBM AS/400
architecture, which I’d never understood before. It wasn’t just the realization
of how much those coming far before me had accomplished. Seeing virtual
machine technology in this broader scope made design decisions in my famil-
iar Java virtual machine architecture, and their implications, much clearer.
Such perspective is valuable even to experienced practitioners of a particular
VM art.

And I found myself once again thinking how cool it all is.

Tim Lindholm

Distinguished Engineer, Sun Microsystems, Inc.
Palo Alto

February 28, 2005



- Preface

Virtual machine (VM) technologies have been developed in a number of
contexts — operating systems, programming languages and compilers, and
computer architecture — to enable new capabilities and to solve a variety of
problems in interfacing major computer system components. Virtual machines
for supporting operating systems are receiving renewed interest after years of
relatively little activity, because they allow effective resource sharing while
maintaining a high degree of security. Virtualization is becoming popular for
servers and other network applications especially where security is of crucial
importance. In the area of programming languages, virtual machines provide
platform independence, and they support transparent dynamic translation and
optimization. In processor architectures, virtual machine technologies allow
the introduction of new instruction sets, as well as dynamic optimization for
power reduction and/or performance improvement.

‘Because of industzy consolidation around a small number of standard inter-
faces, virtual machine technology will likely be an important enabling feature
for innovations in all of the above fields. Any new instruction set, oper-
ating system, or programming language will almost certainly require some
accompanying virtual machine technology if it is to become widely accepted.
Not coincidentally, much of the impetuses for virtual machine technolo-
gies, and most of the more significant recent developments, have come from
industry.

Historically, the various VM techniques have been spread across computer
science and engineering disciplines. However, there are a number of under-
lying, cross-cutting technologies, and there is much to be gained by pulling
them together so that VM implementations can be studied and engineered



in a well-structured way. This book is an outgrowth of the idea that virtual
machines should be studied as a unified discipline.

This book is also about computer architecture in its purist sense. As classi-
cally defined, an architecture is an interface. Virtual machines couple interfaces
and extend the flexibility and functionality of the interfaces. Understanding
architecture is key to understanding virtual machines, and this book is written
from an architect’s perspective, keeping interface issues clear and at the fore-
front. A goal is for the reader to come away with a much deeper understanding
of the important computer system interfaces and the role these interfaces play
when the major components interact.

The breadth of VM applications implies the audience for this book is fairly
diverse. Although it is not currently recognized as a discipline with a targeted
set of university courses, virtual machines makes an excellent topic for a grad-
uate level course because it ties together the key disciplines of computer science
and engineering: architecture, operating systems, and programming languages.
Preliminary versions of this book have already been used, quite successfully, in
graduate courses at four different universities. The book can also be used as a
supplementary text for a compiler course on dynamic optimization or an oper-
ating system course covering classic system VMs. Virtual machine technologies
are rapidly gaining broad acceptance in industry, and practicing professionals
will find the book useful for self-education on this leading edge technology. The
book can also serve as a useful reference as it collects material from a number
of fields into one place.

The book begins by surveying the variety of VMs, putting them into perspec-
tive and building a framework for discussing VMs. The subsequent chapteérs
describe the major types of VMs in an organized way, emphasizing the com-
mon, underlying technologies. Following is a rough outline summarizing each
chapter. ‘

In Chapter [ 'we introduce the concept of abstraction and define the inter-
faces that are prevalent in today’s computer systems. This is followed by a
discussion of virtualization and its relationship to the interfaces. The notion
of computer architecture is introduced next, followed by a survey of different
types of virtual machines. VMs are shown to fall into two main categories,
process virtual machines and system virtual machines. We end the chapter
by refining this categorization further and suggesting a taxonomy for virtual
machines.

In Chapter 2 we address issues related to the emulation of a source instruc-
tion set architecture (ISA) on a target ISA. We demonstrate the workings of a
basic interpreter and show how threaded interpretation can help improve per-
formance. The techniques developed are demonstrated using a CISC source
ISA, the Intel IA-32, and a RISC target ISA, the IBM PowerPC. We then

.9 .
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introduce the notion of binary translation, and discuss the problems of code
discovery and code location. This is followed by a discussion of the handling of
control transfers. Many ISAs have special features (in some cases, they might
be called “quirks”) that must be handled in special ways. These are discussed
next. The chapter is rounded out with a case study of emulation in the Shade
simulation system.

Chapter 3 discusses the implementation of process virtual machines. A pro-
cess virtual machine supports an individual guest application program on a host
platform consisting of an operating system and underlying hardware. We dis-
cuss the implications of VM compatibility and show how the state of a machine,
consisting of the register state and the memory state, is mapped and maintained
in a process virtual machine. We address the issues of self-modifying code and
of protecting the region of memory used by the VM runtime software. VM
emulation consists of two parts. First, the emulation of the instruction set is
discussed, with reference to interpretation and binary translation discussed
in Chapter 2. This leads to a discussion of code caching techniques. Next,
the emulation of the interface to the host operating system is addressed. We
end the chapter by describing the FX!32 system, which embodies many of the
fundamental ideas discussed in the chapter.

Chapter 4 focuses on techniques for the optimization of translated code
for better emulation performance. It discusses the framework needed to per-
form such optimizations and the profile information that must be gathered at
program execution time in order to facilitate optimizations. Various profiling
techniques are discussed. Because optimizations often work better on larger
code blocks, the concepts of dynamic basic blocks, superblocks, traces, and
tree groups are introduced. The chapter includes an extensive discussion on
code re-ordering and its limitations. Various types of code optimizations, both
local and inter-block, are presented. The chapter concludes with a case-study of
Dynamo, a dynamic binary optimizer, which applies optimization techniques
in a system where the source and target ISAs are identical.

Chapter 5 introduces high-level language virtual machines and traces the
transition from the early Pascal P-code VMs to object-oriented VMs. The
emphasis in this chapter is on the architecture of high-level language VMs,
especially those features supporting object-oriented programming and security.
The two important object-oriented VMs of today, namely the Java Virtual
Machine and the Microsoft CLI, are described. The features of their bytecode,
stack-oriented instruction sets are described. In both cases, the description of
the instruction set is supplemented by a discussion of the overall platform that
augments the virtual machines with a set of libraries and APIs.

Chapter 6 continues the discussion of high-level language VMs by focusing
on their implementation. As in the preceding chapter, more attention is given



to Java because of its widespread usage and the variety in its implementations.
Two aspects given special consideration are security and memory manage-
ment. The importance of garbage collection is discussed along with techniques
for performing garbage collection. The interaction of Java objects with pro-
grams written natively outside the Java environment is discussed next. We then
describe how the performance of Java can be enhanced through optimizations
of code using techniques described in Chapter 4 as well as new techniques that
are specific to the object-oriented paradigm. The concepts in the chapter are
brought together using a case-study of the Jikes Research Virtual Machine.

In Chapter 7 we discuss co-designed virtual machines where a conventional
ISA is implemented through a combination of an implementation-specific ISA
and translation software that runs in concealed memory. We discuss techniques
for mapping the state of the original ISA onto the implementation ISA and for
maintaining the code cache containing translated code. Various sticky aspects,
including the implementation of precise interrupts and page faults, are also
discussed. We end the chapter with two case studies: the Transmeta Crusoe
processor and the IBM AS/400 processor.

Chapter 8 deals with the classic system virtual machines. A system virtual
machine supports a complete guest operating system and all its applications
on a host platform. We provide a motivation for these virtual machines and
outline the basic ways for implementing system virtual machines, including
native and hosted VMs. We discuss techniques for the virtualization of the
three main system resources: processors, memory, and I/O. The conditions for
virtualizability of a processor, as first enunciated by Popek and Goldberg in
the early ’70s, are developed. Also discussed are techniques for virtualization
when these conditions are not satisfied by an ISA. Memory virtualization is
discussed with attention given both to systems with architected page tables and
architected TLBs. Then virtualization is discussed for a variety of I/O devices.
We next turn our attention to hardware assists to improve the performance of
VM systems with the IBM z/VM as a running example. We end the chapter
with two case studies, that of a hosted VM system developed by VMware, and
that of the VT-x (Vanderpool) technology developed by Intel for their IA-32
architecture.

In Chapter 9 we shift our attention to the virtualization of multiprocessor
systems. We introduce the notion of system partitioning and develop a taxon-
omy for different types of partitioning. We then discuss the principles behind
physical partitioning and logical partitioning. The IBM LPAR feature is pre-
sented as a case study in logical partitioning. Following this is a discussion about
logical partitioning using hypervisors. We then turn to a system VM-based
approach to multiprocessor virtualization using a research system, Cellular
Disco, as a case study. We end the chapter with a discussion of multiprocessor



virtualization where the guest and host platforms have different ISAs, with
special attention on bridging the differences in memory models between a host
and a guest.

Chapter 10 is a discussion of emerging applications for virtual machine tech-
nology. We focus on three application areas which we feel will be important in
the coming years. The first is security. We discuss the vulnerability to attacks of
modern computer systems and outline the principles behind intrusion detec-
tion systems. The potential of VM technology in protecting and recovering
from attacks is discussed. The role of binary rewriting technology in security
is also discussed with reference to the RIO system. The second application we
focus on is that of migrating computing environments from one machine to
another. The techniques used in two systems, the Internet Suspend/Resume
system and the Stanford Collective system, are described. The commercial
application of this technology in VMware’s VMotion is also discussed. Our
third emerging application is computational grids. We outline the motivation
behind the emergence of the grid as a computing infrastructure and compare it
to the motivations behind other types of virtual machines. We end the chapter
by showing how classic system virtual machines are proving to be an important
enabler for emerging grid systems.

The Appendix is essentially a condensed course in computer systems, pro-
viding background material for the main chapters. It discusses the roles of
the processor, memory, and I/O in a computer system. This is followed by
a discussion of ISAs, including support for user applications as well as for
the operating system. Page tables and TLBs are discussed next. We follow
this with a discussion of the major components of an operating system and
the system call interface between an application and the operating system.
Finally we discuss multiprocessor architectures, including cluster architectures
and shared-memory multiprocessor systems. Memory coherence and memory
consistency issues in shared-memory systems are also addressed.

The book may be used in a course in a variety of ways. Overall, the book
is structured for a course focused on virtual machines as a topic in itself (an
approach we advocate). For an operating system oriented treatment of virtual
machines, an instructor can go straight to Chapters 8 through 10 after intro-
ducing the taxonomy of virtual machines in Chapter 1. Chapters 2 through 5
can then be discussed to get an idea of implementation details. A more hard-
ware oriented course can, however, go through Chapters 1 through 4 and then
skip Chapters 5 and 6, before covering the remaining chapters. A language-
oriented course can go straight to Chapter 5 from Chapter 1, and then backtrack
to do Chapters 2 through 4, ending with Chapter 6 to put everything together.
Chapter 10 should be of interest to virtually any course using the material in
the book.



The specific interests of practitioners will largely determine the order in
which they cover the material in the book. We have written the book in such
a way that an interested reader can start at the beginning of any chapter of
interest and follow the material in the complete chapter with only occasional
excursions to sections in other chapters referred to in the text.

There are many people we would like to thank for having made this book
possible. We would particularly like to thank the many reviewers. Michael
Hind of IBM Research, Jan Hoogerbrugge of Philips Research, Jim Larus of
Microsoft Research, Tim Lindholm of Sun Microsystems, Bernd Mathiske
of Sun Microsystems, and Mike Smith of Harvard University patiently went
through the text of the entire book and provided us with valuable feedback,
sometimes critical, but always useful. We also thank a number of reviewers
who went through specific chapters or sets of chapters and provided us with
their valuable insights and comments. These reviewers include Erik Altman,
Peter Capek, Evelyn Duesterwald, and Michael Gschwind, all of IBM Research,
Renato Figueiredo of the Univ. of Florida, Michael Franz of UC Irvine, Wei
Hsu of the Univ. of Minnesota, Toni Juan of UPC-Barcelona, Alain Kigi
of Intel, Beng-Hong Lim of VMware, Eliot Moss of Univ. of Massachusetts,
Amberst, Frank Soltis of IBM Rochester, Richard Uhlig of Intel, Romney
White of IBM Endicott, Wayne Wolf of Princeton University, and Ben Zorn
of Microsoft Research. We also appreciate the discussions with Vas Bala, Ek
Ekanadham, Wolfram Sauer, and Charles Webb of IBM, on various aspects of
virtualization.

The authors would also like to acknowledge Sriram Vajapeyam for his
contributions during the early development of this material, and the students at
the University of Wisconsin-Madison and Universitat Politécnica de Catalunya
in Barcelona for their valuable feedback while participating in VM courses and
conducting VM research. At the risk of omitting someone, the past and current
students who have been particularly helpful are Nidhi Aggarwal, Todd Bezenek,
Jason Cantin, Wooseok Chang, Ashutosh Dhodapkar, Timothy Heil, Shiliang
Hu, Tejas Karkhanis, Ho-Seop Kim, Kyle Nesbit, and Subramanya Sastry.

This book owes a lot to the guidance, persistence, and encouragement
provided by our publisher, Denise Penrose, and the support provided by her
excellent staff at Morgan-Kaufmann Publishers, including Kimberlee Honjo,
- Angela Dooley, Alyson Day, and Summer Block.

First author: I would like to thank the people at IBM Research, and Dan
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time this book had its genesis. I am especially grateful to Erik Altman for being
a sounding board throughout the writing of the book. I also thank my graduate
students for their support and helpful suggestions. Finally, I am grateful to
my children Barbara, Carolyn, and Jim, for their encouragement and patience



during the writing of the book, and in general for putting up with a frequently
distracted father.

Second author: I would like to thank Dan Prener, Eric Kronstadt, and Jaime
Moreno for their encouragement and support in undertaking this project.
Thanks also to Peter Capek, Dan Prener, Peter Oden, Dick Attanasio, and
Mark Mergen for many interesting tea-time discussions. Finally, I would like
to thank my wife, Indira, and my daughters, Rohini and Nandini, for their love
and understanding at all times; they have given me more than I could have ever
hoped for or imagined.

The authors are mutually grateful for the opportunity to renew a friendship
that stretches back 30 years. We have had tremendous fun and have learnt a
great deal in the process of writing this book. If you, the reader, experience just
a fraction of what we have experienced, this book will have been worthwhile.

James E. Smith

Ravi Nair
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