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Principles of Computer Organization

Introduction

The generic computer contains input devices, a computational unit,
and output devices. The computational unit is the computer’s heart, and
usually consists of a central processing unit (CPU), a memory, an
input/output (1/0) interface and other important components. To get a
better understanding of computer organization, a brief overview of the

computers organization is given in the flowing.
1.1 Computer Hardware

We build computer to solve problems. Early computer solved
mathematical and engineering problems, and later computers emphasized
information processing for business applications, see Fig. 1.1. Today,
computers also control machines as diverse as automobile engines, robots,
and microwave ovens. A computer system solves a problem from any of
these domains by accepting input, processing it, and producing output.

Computer systems consist of hardware and software. Hardware is
the physical part of the system. Once designed, hardware is difficult and
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Fig.1.1 The three activities of a computer system
expensive to change. Software is the set of programs that-instruct the
hardware and is easier to modify than hardware. Computers are valuable
because they are general-purpose machines that can solve many different

kinds of problems, as opposed to special-purpose machines that can each

solve only one kind of pmblemm . Different problems can be solved with

the same hardware by supplying the system with a different set of
instructions, that is, with different software.

Every computer has four basic hardware components.

e Input devices.

* OQutput devices.

¢ Main memory.

* Central processing unit (CPU) .

Fig. 1.2 shows these components in a block diagram. The lines
between the blocks represent the flow of information flows from one
component to another on the bus, which is simply a group of wires
connecting the components. Processing occurs in the CPU and main
memory. The organization in Fig.1.2, with the components connected to
each other by the bus, is common. However, other configurations are
possible as well.

Computer hardware is often classified by its relative physical size.

* Small microcomputer;

* Medium minicomputer;

¢ Large mainframe.

Just the CPU of a mainframe often occupies an entire cabinet. Its
input/output (I/0) devices and memory might fill an entire room.

Microcomputers can be small enough to fit on a desk or in a briefcase. As
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Input Central Main Output
devices processing unit memory devices

Bus

Fig.1.2 Block diagram of the four components of a computer system
technology advances, the amount of processing previously possible only on
large machines becomes possible on smaller machines. Microcomputers
now can do much of the work that only minicomputers or mainframes could
do in the past.

The classification just described is based on physical size as opposed

to storage size. A computer system user is generally more concermned with
storage size, because that is a more direct indication of the amount of
useful work that the hardware can performm :

Speed of computation is another characteristic that is important to the

user. Generally speaking, users want a fast CPU and large amounts of
storage, but a physically small machine for the I/O devices and main
memory .

When computer scientists study problems, therefore, they are
concerned with space and time, the space necessary inside a computer
system to store a problem and the time required to solve it. They
commonly use the metric prefixes of Table 1.1 to express large or small

quantities of space or time.
Table 1.1 Prefixes for powers of 10

Multiple Prefix Abbrev
10° giga- G
10° mega- M
10° kilo- k

103 milli- m
10-6 micro- n
10-° nano- n
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Example Suppose it takes 4.5 microseconds, also written 4.5 ps, to
transfer some information across the bus from one component to another.
(a) How many seconds are required for the transfer? (b) How many
transfers can take place during one minute?

(a) A time of 4.5 ps is 4.5x 107° from Table 1.1 or 0. 000 004 5 s.
(b) Because there are 60 seconds in one minute, the number of times the
transfer can occur is (60 s)/(0. 000 004 5 s/transfer) or 13 300 000
transfers. Note that since the original value was given with two significant
figures, the result should not be given to more than two or three significant
figures.

Table 1.1 shows that in the metric system the prefix kilo- is 1 000
and mega- is 1 000 000. But in computer science, a kilo- is 2! or
1 024. The different between 1 000 and 1 024 is less than 3%, so you
can think of a computer science kilo- as being about 1 000 even though it
is a little more. The same applies to mega- and giga-, as in Table 1.2.
This time, the approximation is a little worse, but for mega-, it is still
within 5% .

Table 1.2 Computer science values of the large prefixes

Prefix Computer science value

giga- 2% =1 073 741 824

mega- 2% =1 048 576

kilo- 210=1 024

Vocabulary

1. computer [ kom'pju: to] n.itEHL
2. hardware ["ha: dwea] n. 5@ {4
3. software [’ softwea ] n. 514
4 . program [/ prougraem ] n.B2F
5. instruction [in’strakfon] n.#%4
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6.bus [ bas] n. B

7. microcomputer [ "maikroukompju:to(r) ] n. BT
8 . minicomputer [ minikompju: t2] n. /NEITE L
9. mainframe [ "meinfreim ] n. ¥, KEL

Phrases

. central processing unit (CPU) St 4b 3 2%
. information processing {7 B4L¥H

.input device i A #

.output device ¥ &

.main memory FFEf# R

. general-purpose machine i Fiit 5L

. special-purpose machine % FitHL

N O B W -

Notes

[1]Computers are valuable because they are general-purpose machines that can solve
many different kinds of problems, as opposed to special-purpose machines that can
each solve only one kind of problem.

1 Tt AL fE 6% % D 25 o AN [] 26 Y (] A3 58 AL BIL 2% , T A 2 LA
B[ B L VLR TV RA () ME.

[2]A computer system user is generally more concerned with storage size, because that
is a more direct indication of the amount of useful work that the hardware can
perform.

YU POE R RO AR, B ERBEM RS IITH
AR AR A E AR

1.2 Processor

A processor is a functional unit that interprets and carries out
instructions. Every processor comes with a unique set of operations such
as ADD, STORE, or LOAD that represent the processor’s instruction

sett!], Computer designers are fond of calling their computers machines,
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so the instruction set is sometimes referred to as machine instructions and
the binary language in which they are written is called machine
language! You shouldn’t confuse the processor’s instruction set with the
instructions found in high-level programming languages, such as Basic or
Pascal .

An instruction is made up of operations that specify the function to
be performed and operands that represent the data to be operated on. For
example, if an instruction is to perform the operation of adding two
numbers, it must know (1) what the two numbers are and (2) where the
two numbers are. When the numbers are stored in the computer’s
memory, they have their addresses to indicate where they are. So if an
operand refers to data in the computer’s memory it is called an address.

The processor’s job is to retrieve instructions and operands from memory

and to perform each operation[? . Having done that, it signals memory to

send it the next instruction.

This step-by-step operation is repeated over and over again at
awesome speed. A timer called a clock releases precisely timed electrical
signals that provide a regular pulse for the processor’s work. The term that
is used to measure the computer’s speed is borrowed from the domain of
electrical engineering and is called a megahertz (MHz), which means
million cycles per second. For example, in an 8 (MHz) processor, the
computer’s clock ticks 8 million times to every 1 second tick of an
ordinary clock.

A processor is composed of two functional units: a control unit and
an arithmetic/logic unit—and a set of special workspaces called
registers.

1. The Control Unit

The control unit is the functional unit that is responsible for
supervising the operation of the entire computer system. In some ways, it

is analogous to a telephone switch-board with intelligence because it
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makes the connections between various functional units of the computer
system and calls into operation each unit that is required by the program
currently in operation.

The control unit fetches instructions from memory and determines
their types or decodes them. It then breaks each instruction into a series
of simple small steps or actions. By doing this, it controls the step-by-
step operation of the entire computer system.

2. The Arithmetic and Logic Unit

The arithmetic and logic unit (ALU) is the functional unit that
provides the computer with logical and computational capabilities. Data
are brought into the ALU by the control unit, and the ALU performs
whatever arithmetic or logic operations are required to help carry out the
instruction. ‘

Arithmetic operations include adding, subtracting, multiplying, and
dividing. Logic operations make a comparison and take action based on
the results. For example, two numbers might be compared to determine if
they are equal. If they are equal, processing will continue; if they are not
equal, processing will stop.

3. Registers

A register is a storage location inside the processor. Registers in the
control unit are used to keep track of the overall status of the program that
is running. Control unit registers store information such as the current
instruction, the location of the next instruction to be executed, and the
operands of the instruction. In the ALU, registers store data items that
are added, subtracted, multiplied, divided, and compared. Other
registers store the results of arithmetic and logic operations.

An important factor that affects the speed and performance of a
processor is the size of the registers. Technically, the term word size
(also called word length) describes the size of an operand register, but it
is also used more loosely to describe the size of the pathways to and from
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the processor. Currently, word sizes in general purpose computers range
from 8 to 64 bits. If the operand registers of a processor are 16 bits wide,

the processor is said to be a 16 — bit processor.

Vocabulary
1. processor [ " prouseso ] n. Ab¥E 3R
2. operation [opo’reifon] n. R 1E, BRIERS
3. operand [ "opoireend | n. RER
4. clock [ klok ] n. Beh
5.megahertz(MHz) [ 'megoiho:ts] n. JK#F
6. register ["redgisto ] n. A F4E

Phrases

1.machine language #LEFES
2. control unit % EFBM:
3. arithmetic and logic unit (ALU) EAR/EIHEHM4
4.word size Fi

Notes

[1]Every processor comes with a unique set of operations such as ADD, STORE, or
LOAD that represent the processor’s instruction set.
B EBHMAA NN FAEREAXERRAEBHERLSEN—A
WAFHIBRIESE,

[2]The processor’s job is to retrieve instructions and operands from memory and to

perform each operation.

b3 8% B TAER M ATER R FIRIEROF E s — MR 1E.
1.3 Memory Systems

1. Memory System Desiderata

The memory system has three desiderata.
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(1) Size: Infinitely large, no constraints on program or data set
size.

(2) Speed: Infinitely fast, latency equal to the fastest memory
technology available.

(3) Cost: The per bit cost should approach the lowest-cost
technology available.

Clearly these specifications cannot all be achieved as they are

mutually exclusivel'l. However, with the semiconductor and magnetic

memory technology of today, these specifications are closely
approximated.

2. Hierarchical Memory

In this section it is shown how designers implement a practical
memory that approaches the performance of an ideal memory at reasonable
cost. This memory system has a hierarchy of levels: The memory closest
to the processor is fast and relatively small, but has a high cost per bit.
This level is called the cache; The real memory, sometimes known as
main memory, is slower, larger, and has a lower cost per hit than the
cache; The lowest level in the hierarchy is usually a magnetic disk that
has the longest latency and the lowest bandwidth; however, it can be
very large and has a very low cost per bit. This hierarchy is illustrated in
Fig.1.3.

I ProccssorJ——-l Cache I‘—-l Real memoryJ———-I Disk I

Fast Slow
Small Very Large
High Cost Very Low Cost

Fig.1.3 Hierarchical memory
Note that Fig.1.3 does not include the processor register file in the
memory hierarchy. The register file is a program-managed cache and is
generally not included in the memory system. Also, there can be more



