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Preface

This text, like its previous three editions, is an introduction to communication sys-
tems written at a level appropriate for advanced undergraduates and first-year grad-
uate students in electrical or computer engineering. New features in this edition
include the introduction of two other authors, Professors Rutledge and Crilly, to pro-
vide additional expertise for topics such as optical links and spread spectrum.

An initial study of signal transmission and the inherent limitations of physical
systems establishes unifying concepts of communication. Attention is then given to
analog communication systems, random signals and noise, digital systems, and
information theory. However, as indicated in the table of contents, instructors may
choose to skip over topics that have already been or will be covered elsewhere.

Mathematical techniques and models necessarily play an important role
throughout the book, but always in the engineering context as means to an end.
Numerous applications have been incorporated for their practical significance and
as illustrations of concepts and design strategies. Some hardware considerations are
also included to justify various communication methods, to stimulate interest, and to
bring out connections with other branches of the field.

PREREQUISITE BACKGROUND

The assumed background is equivalent to the first two or three years of an electrical
or computer engineering curriculum. Essential prerequisites are differential equa-
tions, steady-state and transient circuit analysis, and a first course in electronics.
Students should also have some familiarity with operational amplifiers, digital logic,
and matrix notation. Helpful but not required are prior exposure to linear systems
analysis, Fourier transforms, and probability theory.

CONTENTS AND ORGANIZATION

A distinctive feature of this edition is the position and treatment of probability, ran-
dom signals, and noise. These topics are located after the discussion of analog sys-
tems without noise. Other distinctive features are the new chapter on spread spec-
trum systems and the revised chapter on information and detection theory near the
end of the book. The specific topics are listed in the table of contents and discussed
further in Sect. 1.4.

Following an updated introductory chapter, this text has two chapters dealing
with basic tools. These tools are then applied in the next four chapters to analog com-
munication systems, including sampling and pulse modulation. Probability, random
signals, and noise are introduced in the following three chapters and applied to ana-
log systems. An appendix separately covers circuit and system noise. The remaining

xi
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six chapters are devoted to digital communication and information theory, which
require some knowledge of random signals and include coded pulse modulation.

All sixteen chapters can be presented in a year-long undergraduate course with
minimum prerequisites. Or a one-term undergraduate course on analog communica-
tion might consist of material in the first seven chapters. If linear systems and prob-
ability theory are covered in prerequisite courses, then most of the last eight chap-
ters can be included in a one-term senior/graduate course devoted primarily to
digital communication.

The modular chapter structure allows considerable latitude for other formats.
As a guide to topic selection, the table of contents indicates the minimum prerequi-
sites for each chapter section. Optional topics within chapters are marked by the
symbol ¥.

INSTRUCTIONAL AIDS

Each chapter after the first one includes a list of instructional objectives to guide stu-
dent study. Subsequent chapters also contain several examples and exercises. The
exercises are designed to help students master their grasp of new material presented
in the text, and exercise solutions are given at the back. The examples have been
chosen to illuminate concepts and techniques that students often find troublesome.

Problems at the ends of chapters are numbered by text section. They range from
basic manipulations and computations to more advanced analysis and design tasks.
A manual of problem solutions is available to instructors from the publisher.

Several typographical devices have been incorporated to serve as aids for stu-
dents. Specifically,

*  Technical terms are printed in boldface type when they first appear.

*  Important concepts and theorems that do not involve equations are printed
inside boxes.

*  Asterisks (*) after problem numbers indicate that answers are provided at the
back of the book.

*  The symbol § identifies the more challenging problems.

Tables at the back of the book include transform pairs, mathematical relations,
and probability functions for convenient reference. An annotated bibliography is
also provided at the back in the form of a supplementary reading list.

Communication system engineers use many abbreviations, so the index lists
common abbreviations and their meanings. Thus, the index additionally serves as a
guide to many abbreviations in communications.
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2 CHAPTER 1 ® Introduction

" trention, the Universel By kingdoms, right wheell” This prophetic. phrase represents the first telegraph message
on record. Samuel F. B. Morse sent it over a 16 km line in 1838. Thus a new era was born: the era of eleciri-

cal communication.
Now, over a century and @ half later, communication engineering has advanced to the point that earthbound TV

viewers walch astronauts working in space. Telephone, radio, and television are integral parts of modern life. long-
distance circuits span the globe carrying fext, data, voice, and images. Compufers talk to computers via inferconti-
nental networks, and control virtually every electrical appliance in our homes. Wireless personal communication
devices keep us connected wherever we go. Certainly great strides have been made since the days of Morse.
Equally certain, coming decades will usher in many new achievements of communication engineering.

This textbook infroduces electrical communication systems, including anclysis methods, design principles and hard-
ware considerations. We begin with a descriptive overview that establishes o perspective for the chapters ot follow.

1.1 ELEMENTS AND LIMITATIONS
OF COMMUNICATION SYSTEMS

A communication system conveys information from its source to a destination some
distance away. There are so many different applications of communication systems
that we cannot attempt to cover every type. Nor can we discuss in detail all the indi-
vidual parts that make up a specific system. A typical system involves numerous
components that run the gamut of electrical engineering—circuits, electronics, elec-
tromagnetics, signal processing, microprocessors, and communication networks, to
name a few of the relevant fields. Moreover, a piece-by-piece treatment would
obscure the essential point that a communication system is an integrated whole that
really does exceed the sum of its parts.

We therefore approach the subject from a more general viewpoint. Recognizing
that all communication systems have the same basic function of information trans-
fer, we’ll seek out and isolate the principles and problems of conveying information
in electrical form. These will be examined in sufficient depth to develop analysis
and design methods suited to a wide range of applications. In short, this text is con-
cerned with communication systems as systems.

Information, Messages, and Signals

Clearly, the concept of information is central to communication. But information is
a loaded word, implying semantic and philosophical notions that defy precise defi-
nition. We avoid these difficulties by dealing instead with the message, defined as
the physical manifestation of information as produced by the source. Whatever form
the message takes, the goal of a communication system is to reproduce at the desti-
nation an acceptable replica of the source message.

There are many kinds of information sources, including machines as well as
people, and messages appear in various forms. Nonetheless, we can identify two
distinct message categories, analog and digital. This distinction, in turn, determines
the criterion for successful communication.,



1.1 Elements and Limitations of Communication Systems

Input Output o
Source Tnput signaL Communication | signal Output Destination
transducer system transducer
Figure 1.1-1 Communication system with input and output fransducers.

An analog message is a physical quantity that varies with time, usually in a
smooth and continuous fashion. Examples of analog messages are the acoustic pres-
sure produced when you speak, the angular position of an aircraft gyro, or the light
intensity at some point in a television image. Since the information resides in a time-
varying waveform, an analog communication system should deliver this waveform
with a specified degree of fidelity.

A digital message is an ordered sequence of symbols selected from a finite set
of discrete elements. Examples of digital messages are the letters printed on this
page, a listing of hourly temperature readings, or the keys you press on a computer
keyboard. Since the information resides in discrete symbols, a digital communica-
tion system should deliver these symbols with a specified degree of accuracy in a
specified amount of time.

Whether analog or digital, few message sources are inherently electrical. Con-
sequently, most communication systems have input and output transducers as
shown in Fig. 1.1-1. The input transducer converts the message to an electrical sig-
nal, say a voltage or current, and another transducer at the destination converts the
output signal 1o the desired message form. For instance, the transducers in a voice
communication system could be a microphone at the input and a loudspeaker at the
output. We’ll assume hereafter that suitable transducers exist, and we’ll concentrate
primarily on the task of signal transmission. In this context the terms signal and
message will be used interchangeably since the signal, like the message, is a physi-
cal embodiment of information.

Elements of a Communication System

Figure 1.1-2 depicts the elements of a communication system, omitting transducers
but including unwanted contaminations. There are three essential parts of any com-
munication system, the transmitter, transmission channel, and receiver. Each part
plays a particular role in signal transmission, as follows.

The transmitter processes the input signal to produce a transmitted signal
suited to the characteristics of the transmission channel. Signal processing for trans-
mission almost always involves modulation and may also include coding, )

The transmission channel is the electrical medium that bridges the distance
from source to destination. It may be a pair of wires, a coaxial cable, or a radio wave
or laser beam. Every channel introduces some amount of transmission loss or atten-
uation, so the signal power progressively decreases with increasing distance.



