s
ORI SRIBEN

SYNTACTIC THEORY

AND THE STRUCTURE OF ENGLISH
A MINIMALIST APPROACH



SYNTACTIC THEuUK Y
AND THE STRUCTURE
OF ENGLISH

A MINIMALIST APPROACH

ANDREW RADFORD

DEPARTMENT OF LANGUAGE AND LINGUISTICS, UNIVERSITY OF ESSEX

PEKING UNIVERSITY PRESS
CAMBRIDGE UNIVERSITY PRESS



EZEWEEEIC BEF: 01-2001-4816

Originally published by Cambridge University Press in 1997.

This reprint edition is published with the permission of the Syndicate of the Press of
the University of Cambridge, Cambridge, England.

THIS EDITION IS LICENSED FOR DISTRIBUTION AND SALE IN THE PEO-
PLE’S REPUBLIC OF CHINA ONLY AND MAY NOT BE DISTRIBUTED AND
SOLD ELSEWHERE.

ABYL TR AR MAPLEERABRILT R P LB LK
BGP AR B A KAT

BEHESE (C1p) K4

B TR MEEIL 5B LMW = Syntactic Theory and the Struc-
ture of English: A Minimalist Approach/(ZE) W EEEE. —FHA.
—dLAT: JEEIREE AL, 20021

(WHIBEFEAH)

ISBN 7-301-05350-9

I. & O.%H- 0.XE—HE—HKE—FX N.H314.3
TP E A BB CIP B3 7 (2001) % 068472 &
] £ RESR. 925X 884

%ﬂ;%ﬂf% Andrew Radford
AL B B R

PR ¥ 5. ISBN 7-301-05350-9/H- 0696

B R EH. LR KRR

H i EREATE R R AR AEREN 100871

) fit: hetp://cbs. pku. edu. cn

:: W RITH 62754140 HRBH 62752028 HFEAES 62752019
BT EHH zpup@ pup. pku. edu. cn

H R . MBAITERSHE 62549189

BRI . LIRATERENR WS IT T ER R

K AT & AERKFEHEM

%2 # #. FEHE
650 K > 980 XK 16 FFA& 36 EITk 661 T
200241 A 1/E 20024E 1 A58 1 KEIRI

xE #r: 59.80 5T

TXI Ty

ol D7 G

—_—t e A



Bl o - §

e iz 156 W

Ir ST 2 ) e e A IR IR A A B B R, iR BB R
M52 EERFARESHLEREH, Fi—HBR ARG
B, AKIE ERIPERREBR—ITER 0 E T 2l Bk iR 4,
AR —FhRl22 BB 45 0 bk I 20 H X AH 56 22 B A bk 732 T IR I
RIRW , X — ¥R 7E W40 & 6918 L X0 BT T8 BT, 26 AN B 181 17 3 AR O
EHREI RS, AWiARE BRI, B TR e, |
FIRABHRRAUEES ERMEME 5, LS uRTE OHE &
B AN ATERSEAS TN ZFER,

TR EAREERER T O RE LT RERIEE, 1898 4,
DREEEMH(DRIGEYEF PR . ERRIRE L, BLER
BEFZF BAAZM, MEHS, BEFH, HAFZ TG, RER
RZBHRAL, RERZ UM OCZFUREE, BB UL ZHE,
MHEFTEEFTEEES ZER, HF B ERTZ AR LY,
REFHH, MaOEF FUEEOMEREE, 85 —EL 52/,
MEUBRELEFEER HKAZLEAR. TREGAURRER
3, 2 b4 2 BT AR " 5 R R B kY, 3 i M T 1 0 Ak Y B
el (=] B R TR N Y

Ak, FEPE, B8 E K BB ORI S0, R SRR
WGBS B, BABHEZE, BhERBEEEE v EE
EHA, TRBEARANERESDEEERE, DA EE Y2
FEXTTEM T ETAE, BUS T A REt., XK RERIFEE LT
% L0 M, (B2 /W] LASE B, DB BT 53 R R 7T DA SE IR B 2L A B o

DRAORGEBAY. AT RNSXYTRREE ERZEH
T2? REBEEYEE. K UEEKEBEN S A UEFRW
KB - - BRI F EPRK B 59 R Y6 R B £ DUE, 1B EIPKIE
B T DU BT T AR PE IR AR DUE . “ R AT TETE X B AL PR (6 45
W, RATRERATE S IEERMAR 2 325X S 5 WA R B 7,

i



XA SHREHARMET, EFEEZRS, TS 20
HORERAREE, ROMELEHAET RSB, T -
IR WA R AR LA 2 A B A . XL B
B — TR EIUE SO RGN AHRERA 2 4, BRSFHRN
OGBS RE TR T 2007

(BT B M, X — S BHRE, BRRTRES
iR, R YOR LA, WREFEE Y DN, M, £X—K
TE LA A, B E R AT BB AR A
A, TIAUT R BB — R T E .

R STATR P ETURER, SRES LB BLETE
Too RETHTT, TR B 4 AR K B 7 401 LA 4 0 35 AR 3 W H: WA, 7
RN FHORER BN, B S 0DE T HOFEDS
M2, R — BRI, R R AR, VT
— M ERRERAERE, TEFE, BELaKBN L 25, b
BEMITAE A GF &, B ERRE, REHRER, Sa2R
RIS K, XE B G B /5 B X — A,

FET—HE4E, A TRIGH2EW RS, (5% 160 B &
MMETRRLRALM, BHRX T RS T 0 E AR % R
WHEE Y, MRFEEERN TR ERTMITES, BRETA
8, FIRRE?

ALK B 2 4F S R R R Sy BT 6, TR NI S
EFHEHERR—AREZ S, HTRIREESEHUNEE,
BRI AEW T, RIVEFR S — MR R E S 2
ERNEM, MZE T BEEEAD", LURZH, 310 1F 515
BEE WEYE R G BT AR FE SR,
BEAD IR A R0 B 5%, 60 45 (LA A R R R R
BFHHE, WAEAR A, R R B, 55 2
B, B LI R 25

RV o 1 2 3 e

TR F HR AL



Andrew Radford’s new textbook is written for students with little or no
background in syntax, and introduces them to key concepts of Chomsky’s
minimalist program (e.g. merger and movement, checking, economy and
greed, split VPs, agreement projections), as well as providing detailed analysis
of the syntax of a range of different construction types (e.g. interrogatives,
negatives, passives, unaccusatives, complement clauses). llustrative material
is mainly drawn from varieties of English (Standard English, Belfast English,
Shakespearean English, Jamaican Creole and Child English). There is a
substantial glossary at the end of the overall book, and an extensive integral
workbook section at the end of each chapter with helpful hints and model
answers, which aim to enable students to analyse phrases and sentences for
themselves within a minimalist framework.
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PREFACE

The aim of this book is to provide an intensive introduction to recent work in syntactic
theory (more particularly, to key concepts which are presupposed in works written
within the broad framework of the minimalist program in the version outlined in
Chomsky 1995b). There are six main features which mark this book out as different
from other introductions to syntax currently available.

The first is that it does not presuppose any background knowledge of syntactic
theory: it is suitable for use with true beginners, and does not presuppose that students
have already done a course on generative syntax (though it is also suitable for false
beginners who have already taken a course on an earlier model of syntax, and want to
learn about more recent work).

The second is that it does not adopt a historical approach, or presuppose any historical
knowledge (for example, there is no discussion of earlier work in the 1980s government
and binding paradigm). Rather (for the most part), it deals directly with 1990s work
within the minimalist program.

The third is that cross-linguistic variation is illustrated in terms of different varieties
of English (e.g. Belfast English, Jamaican Creole, Child English, Shakespearean
English, etc.), rather than in terms of different languages. Hence it does not make the
unrealistic assumption that the reader knows (for example) Spanish, German, Arabic,
Chinese and Chuckchee.

The fourth is that the book contains a substantial workbook section at the end of each
chapter. containing exercise material designed to be used for class discussion, self-
study or coursework assignments, with fully worked out model answers provided for
key examples, and helpful hints for potentially problematic points. Where a particular
exercise presupposes understanding of key concepts introduced in particular sections
of the text, the relevant text sections are indicated in parentheses, after the exercise
number.

The fifth is that there is an extensive glossarv at the end of the overall book,
intended to alleviate the terminological trauma of doing syntax.

The sixth is that the book is published alongsidc an abridged version called Syntax:
a Minimalist Introduction. The two books cover roughly the same range of topics: the

Xi



Preface

abridged version is intended for use as a nonintensive introduction on short syntax
courses, and includes less theoretical and descriptive detail and less exercise material;
the full-length version is intended for use as an intensive introduction on longer syntax
courses, and contains twice as much text material and three times as much exercise
material (as well as a slightly extended glossary and bibliography). The full-length ver-
sion can be used as a follow-up to the abridged version (e.g. students who read the
abridged version and get interested in the syntax of agreement projections can then
turn to read the more detailed account given in chapter 10 of this book).

This book is divided into ten chapters, with each chapter (on average) comprising
25-35 pages of text (divided up into ten numbered sections) and 10-20 pages of exercise
material. In general, chapters are written in such a way as to become progressively more
difficult: the first half of the text of each chapter introduces key ideas in a relatively
accessible way; the second half typically discusses rather more complex descriptive
details or theoretical issues, and is often considerably more challenging. In addition, the
chapters become cumulatively more complex as the book progresses; the last two
chaptets are particularly challenging and involve a far higher level of abstraction than the
others.

Because each new chapter serves to introduce a new set of ideas, you will find that
carlier anaylses are often revised in later chapters. Thus, the book introduces students
to a range of different analyses of particular constructions (e.g. the analysis of double-
object constructions presented in chapter 9 is substantially revised in chapter 10).

The extensive workbook section at the end of each chapter is designed as an integral
part of the text: the model answers provided in some cases extend the analysis pre-
sented in the text, and are thus an essential part of the ‘learning experience’ provided
by the book. As Sam Featherston remarked to me after teaching an earlier version of the
book to a group of students: ‘I wish I'd told the students to read all the model answers
even if they don’t tackle the relevant exercises — they contain a lot of important addi-
tional information.’

The glossary at the end of the book provides simple illustrations of how key terms
(and abbreviations) are used - not just theory-specific technical terms like enlightened
self-interest, but also more basic general terms such as subject.

I 'am grateful to Laura Rupp, Sam Featherston and Martin Atkinson (Essex), and Jon
Erickson (Cologne) for helpful comments on an earlier draft of this manuscript; and
above all to the series editor Neil Smith (University College London) for his patient
and good-humoured comments on numerous ((re-)re-)revised drafts of the manuscript.

This book is dedicated to my father and my sister (who both died before I had time to
thank them for all they did for me) and to my mother for battling so bravely against

bereavement and blindness over the past couple of years, before finally passing away
on 16 February 1997.
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1

Principles and parameters

1.1 Overview
The aim of this chapter is to outline contemporary ideas on the nature of
grammar and the acquisition of grammar. The approach adopted here is that associated
with the principles-and-parameters model developed by Noam Chomsky during the
1980s and 1990s, in works ranging from his 1981 book Lectures on Government and
Binding to his 1995c book The Minimalist Program.

1.2 Grammar

Grammar is traditionally subdivided into two different but inter-related
areas of study — morphology and syntax. Morphology is the study of how words are
formed out of smaller units (traditionally called morphemes), and so addresses ques-
tions such as ‘What are the various component parts (= morphemes) of a word like
antidisestablishmentarianism, and what kinds of principles determine the ways in
which the parts are combined together to form the whole?’ Syntax is concerned with
the ways in which words can be combined together to form phrases and sentences, and
so addresses questions like ‘“Why is it OK in English to say Who did you see Mary
with?, but not OK to say *Who did you see Mary and?’ (A star in front of an expression
means that it's ungrammatical.) ‘What kinds of principles determine the ways in which
we can and cannot combine words together to form phrases and sentences?’

However, grammar is traditionally concerned not just with the principles which
determine the formation of words, phrases and sentences, but also with the principles
which govern their interpretation ~ i.e. with the principles which tell us how to inter-
pret (= assigh meaning to) words, phrases and sentences. For example, any compre-
hensive grammar of English will specify that compound words like man-eater and
man-made have very different interpretations: in compounds like man-eater, the word
man is traditionally said to have a patient interpretation, in the sense that man is the
patient/hapless victim on whom the act of eating is going to be performed; by contrast,
in compounds like man-made, the word man is said to have an agent interpretation, in
the sense that man is the agent responsible for the act of making. Thus, structural
aspects of meaning are traditionally said to be part of the domain of grammar. We



Principles and parameters

might therefore characterize grammar as the study of the principles which govern the
SJormation and interpretation of words, phrases and sentences. In terms of the tradi-
tional division of grammar into morphology and syntax, we can say that morphology
studies the formation and interpretation of words, whereas syntax is concerned with the
formation and interpretation of phrases and sentences.

In a fairly obvious sense, any native speaker of a language can be said to know the
grammar of his or her native language. After all, native speakers clearly know how to
form and interpret words, phrases and sentences in their native language. For example,
any native speaker of English can tell you that the negative counterpart of I like syntax
is I don't like syntax, and not e.g. *I no like syntax: thus, we might say that native
speakers know how to negate sentences in their language. However, it is important to
emphasize that this grammatical knowledge is facit (i.e. subconscious) rather than
explicit (i.e. conscious): so, it’s no good asking a native speaker of English a question
such as ‘How do you form negative sentences in English?’, since human beings have
no conscious awareness of the psychological processes involved in speaking and
understanding a language. To introduce a technical term, we might say that native
speakers have grammatical competence in their native language: by this, we mean that
they have tacit knowledge of the grammar of their language - i.e. of how to form and
interpret words, phrases and sentences in the language.

In work dating back to the 1960s, Chomsky has drawn a distinction between compe-
tence (the fluent native speaker's tacit knowledge of his language) and performance
(what people actually say or understand by what someone else says on a given
occasion). Competence is ‘the speaker—hearer’s knowledge of his language’, while
performance is ‘the actual use of language in concrete situations’ (Chomsky 1965,
p- 4). Very often, performance is an imperfect reflection of competence: we all make
occasional slips of the tongue, or occasionally misinterpret what someone else says to
us. However, this doesn’t mean that we don’t know our native language, or don’t have
competence (i.e. fluency) in it. Misproductions and misinterpretations are performance
errors, atiributable to a variety of performance factors like tiredness, boredom, drunk-
enness, drugs, external distractions, and so forth. Grammars traditionally set out to
tell you what you need to know about a language in order to have native speaker com-
petence in the language (i.e. to be able to speak the language like a native speaker):
hence, it is clear that grammar is concerned with competence rather than performance.
This is not to deny the interest of performance as a field of study, but merely to assert
that performance is more properly studied within the different — though related —
discipline of psycholinguistics, which studies the psychological processes underlying
speech production and comprehension. It seems reasonable to suppose that compe-
tence will play an important part in the study of performance, since you have to
understand what native speakers tacitly know about their language before you can
study the effects of tiredness, drunkenness, etc. on this knowledge.

2



1.2 Grammar

¥f we say that grammar is the study of grammatical competence, then we are implic-
itly taking a cognitive view of the nature of grammar. After all, if the term grammatical
competence is used to denote what native speakers tacitly know about the grammar of
their language, then grammar is part of the more general study of cognition (i.e. human
knowledge). In the terminology adopted by Chomsky (1986a, pp. 19-56), we're
studying language as a cognitive system internalized within the human brain/mind; our
ultimate goal is to characterize the nature of the internalized linguistic system (or
I-language, as Chomsky terms it) which enables humans to speak and understand their
native language. Such a cognitive approach has obvious implications for the descrip-
tive linguist who is interested in trying to describe the grammar of a particular
language like English. What it means is that in devising a grammar of English, we are
attempting to describe the grammatical knowledge possessed by the fluent native
speaker of English. However, clearly this competence is not directly accessible to us:
as noted above, you can’t ask native speakers to introspect about the nature of the
processes by which they produce and understand sentences in their native language,
since they have no conscious awareness of such processes. Hence, we have to seek to
study competence indirectly. But how?

Perhaps the richest vein of readily available evidence which we have about the
nature of grammatical competence lies in native speakers’ intuitions about the gram-
maticality and interpretation of words, phrases and sentences in their native language.
For example, preschool children often produce past tense forms like goed, comed,
seed, buyed, etc. and any adult native speaker of (Modern Standard) English will intu-
itively know that such forms are ungrammatical in English, and will know that their
grammatical counterparts are went, came, saw and bought. Similarly, any native
speaker of English would intuitively recognize that sentences like (1a) below are gram-
matical in English, but that sentences like (1b) are ungrammatical:

(1) (a) If you don’t know the meaning of a word, look it up in a dictionary
(b) . *If you don’t know the meaning of a word, look up it in a dictionary

(Recall that a star in front of an expression means that it is ungrammatical; by conven-
tion, any expression which does not have a star in front of it is grammatical; note that
stars go before — not after — ungrammatical words, phrases or sentences.) Thus, we
might say that intuitions about grammaticality form part of the native speaker’s gram-
matical competence. Equivalently, we can say that native speakers have the ability to
make grammaticality judgments about words, phrases and sentences in their native lan-
guage - ie. the ability to judge whether particular expressions are grammatical or
ungrammatical within their native language. An interesting implication of this fact is
that if grammars model competence, a grammar of a language must tell you not only
what you can say in the language, but also what you can’t say, since native speaker
competence includes not only the ability to make the judgment that certain types of

3
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sentence (e.g. (1a) above) are grammatical, but also the ability to judge that others (e.g.
(1b) above) are ungrammatical. Indeed, much of contemporary work in syntax is con-
cerned with trying to explain why certain types of structure are ungrammatical: it
would perhaps not be too much of an exaggeration to say that whereas traditional
grammars concentrate on grammaticality (i.e. on telling you how to form grammatical
phrases and sentences), work on grammar within the Chomskyan paradigm tends to
focus much more on explaining ungrammaticality (i.e. on explaining why certain types
of structures are ungrammatical).

A second source of introspective evidence about the nature of grammatical compe-
tence relates to native speaker intuitions about the interpretation of words, phrases and
sentences in their native language. For example, any native speaker of English can tell
you that a sentence such as:

2) Sam loves you more than Jim

is ambiguous, and has two different interpretations which can be paraphrased as in
(3a-b) below:

3) (a) Sam loves you more than Jim loves you
(b) Sam loves you more than Sam loves Jim

So, it seems that the native speaker’s grammatical competence is reflected not only in
intuitions about grammaticality, but also in intuitions about interpretation.

L3 Criteria of adequacy

Given that a grammar of a language is a model of the competence of a
fluent speaker of the language, and given that competence is reflected in intuitions
about grammaticality and interpretation, an important criterion of adequacy for a gram-
mar of any natural language is that of descriptive adequacy. We can say that a grammar
of a given language is descriptively adequate if it correctly describes whether any
given string (i.e. sequence) of words in a language is or isn’t grammatical, and also
correctly describes what interpretation(s) the relevant string has. So, for example, a
grammar of English would be descriptively adequate in the relevant respects if it told
us that sentences like (1a) above are grammatical in English but those like (1b) are
ungrammatical, and if it told us that sentences like (2) are ambiguous as between the
two interpretations paraphrased in (3a) and (3b): conversely, our grammar would be
descriptively inadequate if it wrongly told us that both the sentences in (la-b) are

grammatical in English, or that (2) can be paraphrased as in (3a), but not as in (3b).
While the concern of the descriptive linguist is to devise grammars of particular
languages, the concern of the theoretical linguist is to devise a theory of grammar. A
theory of grammar is a set of hypotheses about the nature of possible and impossible
grammars of natural (i.e. human) languages: hence, a theory of grammar answers
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1.3 Criteria of adequacy

questions like: ‘What are the inherent properties which natural language grammars do
and don’t possess?’ Just as there are criteria of adequacy for grammars, so too there are
a number of criteria which any adequate theory of grammar must satisfy. One obvious
criterion is universality, in the sense that a theory of grammar should provide us with
the tools needed to describe the grammar of any natural language adequately; after all,
a theory of grammar would be of little interest if it enabled us to describe the grammar
of English and French, but not that of Swahili or Chinese. So, what we mean by saying
that universality is a criterion of adequacy for a theory of grammar is that a theory of
grammar must enable us to devise a descriptively adequate grammar for every natural
language: in other words, our ultimate goal is to develop a theory of Universal
Grammar. In the linguistic literature, it is a standard convention to abbreviate the term
Universal Grammar to UG, and hence to talk of devising a theory of UG.

However, since the ultimate goal of any theory is explanation, it is not enough for a
theory of Universal Grammar simply to list sets of universal properties of natural
language grammars; on the contrary, a theory of UG must seek to explain the relevant
properties. So, a key question for any adequate theory of UG to answer is: ‘Why do nat-
ural language grammars have the properties they do?’ The requirement that a theory
should explain why grammars have the properties they do is conventionally referred to
as the criterion of explanatory adequacy.

Since the theory of Universal Grammar is concerned with characterizing the proper-
ties of natural (i.e. human) language grammars, an important question which we want
our theory of UG to answer is: ‘What are the essential defining characteristics of
natural languages which differentiate them from, for example, artificial languages like
those used in mathematics and computing (e.g. Basic, Prolog, etc.), or from animal
communication systems (e.g. the tail-wagging dance performed by bees to communi-
cate the location of a food source to other bees)?” It therefore follows that the descrip-
tive apparatus which our theory of Universal Grammar allows us to make use of in
devising natural language grammars must not be so powerful that it can be used to
describe not only natural languages, but also computer languages or animal communi-
cation systems (since any such excessively powerful theory wouldn’t be able to
pinpoint the criterial properties of natural languages which differentiate them from
other types of communication system). In other words, a third condition which we
have to impose on our theory of language is that it be maximally restrictive: that is, we
want our theory to provide us with technical devices which are so constrained in their
expressive power that they can only be used to describe natural languages, and are not
appropriate for the description of other communication systems. Any such restrictive
theory would then enable us to characterize the very essence of natural language.

The neurophysiological mechanisms which underlie linguistic competence make it
possible for young children to acquire language in a remarkably short period of time:
children generally start to form elementary two-word structures at around 18 months of
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