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Chapter 1 Learning

1.1 What is Learning

One of the most often heard criticisms of Al is that machines
cannot be called intelligent until they are able to learn to do new
things and to adapt to new situations, rather than simply doing
as they are told to do. ™ There can be little question that the a-
bility to adapt to new surroundings and to solve new problems is
an important characteristic of intelligent entities.

Rather than asking in advance whether it is possible for
computers to “learn”, it is much more enlightening to try to de-
scribe exactly what activities we mean when we say “learning”
and what mechanisms could be used to enable us to perform
those activities. (%

Learning covers a wide range of phenomena. At one end of
the spectrum is skill refinement . People get better at many tasks
simply by practicing. The more you ride a bicycle or play tennis,
the better you get. At the other end of the spectrum lies
knowledge acquisition. As we have seen, many Al programs
draw heavily on knowledge as their source of power. Knowledge
is generally acquired through experience.

Knowledge acquisition itself includes many different activi-
ties. Simple storing of computed information, or rote learning ,
is the most basic learning activity. Many computer programs, e.
g. » database systems, can be said to “learn” in this sense, al-
though most people would not call such simple storage learning.

e1.



However, many Al programs are able to improve their perfor-
mance substantially through rote-learning techniques.

Another way we learn is through taking advice from others.
Advice taking is similar to rote learning, but high-level advice
may not be in a form simple enough for a program to use directly
in problem solving. The advice may need to be first
operationalized .

People also learn through their own problem-solving experi-
ence. After solving a complex problem, we remember the struc-
ture of the problem and the methods we used to solve it. ] The
next time we see the problem, we can solve it more efficiently. [
Moreover, we can generalize from our experience to solve related
problems more easily. In contrast to advice taking, learning
from problem-solving experience does not usually involve gather-
ing new knowledge that was previously unavailable to the learn-
ing program. That is, the program remembers its experiences
and generalizes from them, but does not add to the transitive clo-
sure of its knowledge, in the sense that an advice-taking program
would, i.e., by receiving stimuli from the outside world. () In
large problem spaces, however, efficiency gains are critical.
Practically speaking, learning can mean the difference between
solving a problem rapidly and not solving it at all. In addition,
programs that learn through problem-solving experience' may be
able to come up with qualitatively better solutions in the future.

Another form of learning that does involve stimuli from the
outside is learning from examples. We often learn to classify
things in the world without being given explicit rules. For exam-
ple, adults can differentiate between cats and dogs, but small
children often cannot. Somewhere along the line, we induce a
method for telling cats from dogs based on seeing numerous ex-

« 2



amples of each.

Al researchers have proposed many mechanisms for doing
the kinds of learning described above. In this chapter, we dis-

cuss several of them. But keep in mind throughout this discus-

sion that learning is itself a problem-solving process. In fact, it

is very difficult to formulate a precise definition of learning that

distinguishes it from other problem-solving tasks.!” Thus

throughout this chapter, we will make extensive use of both the

problem-solving mechanisms and the knowledge representation

techniques.

Words

criticism n. g
intelligent a. BESEEN
situation 2. B ,1EHHR
surroundings n. 1§

characteristic ». $§fF

entity n. 5Lk

enlighten v. BX,#A
RS -

describe v. @

mechanism »n.  Hl 4

perform v». PfT,EF
phenomena . (pl) WP
spectrum n, Z¥|,{H
refinement n. I, 5
task n. {£%

tennis n.  RIER
acquisition n. K&,
source n. RE

performance n. T ff,#
1

substantially  adv. X & -
. FEXNEM

technique ». $#HAR,HI5

advice n. BN

directly adv. B

experience n. £

complex a. X8y

structure n. %H
generalize v». JA4
involve v. #A,8#
gather o, g
previously adv. L&

unavailable a. X% BFH
3]
transitive a. FEBHH,
puR; 4: ]



closure n. %M

stimuli 7. (pl)  FIW
efficiency »n. 3%
critical a. ZEXEEM
qualitative a. HREMN,
E M1
solution 2. fREFEBENE
R,k
classify v. 433
explicit a. HB®
adult n. mRA
differentiate v. K
numerous a. REH

Phrases
Al (artificial intelligence)
ATILE8E

adapt to EM

in advance X4%,#RAT

a wide range of KWEK

BRI

knowledge acquisition 1R
E13.: 8

draw on &K%, %EHE.AH

rote learning HLRR %I

be similar to & {pl

skill refinement

Notes:

discover v. XEX&
aid n. B
researcher n. BRAR
RHBN
process n. 38
LHARK
precise a. H®H
definition n. EX

propose .

formulate wv.

distinguish v. (H- K4
¥ %

extensive a. ¥ KK

representation  n. #z &,

R

in a form Ple-FER

in contrast to HMEZT,5
- JE B3 R

in addition g 4h

come up with g4t

tell from - 3 51,4 ¥

base on ETF

keep in mind i2f

%

distinguish from X4

in fact

(1] one of the most often heard criticisms of Al e EiE, %
HATEETRNALE K IFILZ —;is JSEH that



B R FEIEMNH Y to learn to do  to adapt to 47
W, —F ¥R be able to & H K304 ; machines cannot
be called intelligent until they are able to learn to do
new things and to adapt to new situations, B ;R IEHL
MEBEIBFO LT FELFIFE, EUW, A
PZ AEEEYLAE; rather than BAT AR,

[2] # F 4 it is much more enlightening to---47,it RE# ¥
i sto try to describe - J& 5] F 89 & IF Fi&; what activi-
ties*+«fl what mechanisms - BB N FITHRIEN T 7%
B~ RIEMNAF we mean £ activities ) E B M 4 ;
when we say “learning” & B [6] 4R 15 M 47.

[3] the more - the better 4] &, & X #R - & -+, & 4] The
more you ride a bicycle or play tennis, the better you
get. BN WA ERTRNRBLEEAL . EARAR.

(4] 7€ we remember-- 3: 4] §1,structure l methods ¥47, fE
remember ) 5 i ;we used to solve it & methods f &5
M A);“it” 8 B9 & complex problem.

[5] The next time we see the problem, & % 73| $ 4984 A 4R
BAAEL, BN . T-RRIPEBIXAHE.

(6] % & program & Hi B4 84, — 4 & remembers, 5§ — 4
& does not add to«-;in the sense that advice taking
program would JFH 4 M T add to traistive closure of its
knowledge.

(7] it BB £ %, 74 F oK E =35 to formulate a precise
definition of learning;that 3| S KRB NGB a pre-

cise definition of learning.

Exercises
I'. Translate the following sentences from English into Chi-

nese:;



. Another way we learn is through taking advice from oth-

ers.

. People also learn through their own problem-solving ex-

perience.

. There can be little question that diligence and creativeness

are the important elements of success for college stu-

dents.

. Please inform me in advance whether it is possible for you

to come for the conference.

5. A writer has to draw on his imagination and experience.

6. Many young people, e. g. college students, can be said to

be clever in a sense, although most of them are not ma-

ture.

- Many college students can enhance their ability through

practice.

. One of the often heard criticisms of bull-fight is that it

should not be adopted as a sport because it is too crude.

. Freshmen should adapt to the new surroundings of the

campus by themselves, rather than simply doing as they
are told to do.

10. After seeing the film, we remember the cinema and the

way to the cinema.

I. Translate the following sentences from Chinese into English;

LTFRRBBGH R, R —ELEMKH N,

2EBRBMMLE, AR AR ATER SERS .,

SETHMRABHRRERMARREGIET LS 54K
PR

CBBERRMEIBRE, RIS R, B F I 1588 57 80 2R

BE, EHRBEINAAURRE,

S 5 20 BB T 5 B R IBORT S0 YR AT 60 A o 1A B RG BE
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1.2 Rote Learning

When a computer stores a piece of data, it is performing a
rudimentary form of learning. After all, this act of storage pre-
sumably allows the program to perform better in the future(oth-
erwise, why bother?). In the case of data caching, we store
computed values so that we do not have to recompute them later.
When computation is more expensive than recall, this strategy
can save a significant amount of time. Caching has been used in
Al programs to produce some surprising performance improve-
ments. Such caching is known as rote learning.

Samuel’s checkers program learned to play checkers well
enough to beat its creator. It exploited two kinds of learning:
rote learning, and parameter (or coefficient) adjustment.
Samuel’s program used the minimax search procedure to explore
checkers game trees. As is the case with all such programs, time
constraints permitted it to search only a few levels in the tree.
(The exact number varied depending on the situation. ) When it
could search no deeper, it applied its static evaluation function to
the board position and used that score to continue its search of
the game tree. (2’ When it finished searching the tree and propa-
gating the values backward, it had a score for the position repre-
sented by the root of the tree. ™ It could then choose the best
move and make it. ™! But it also recorded the board position at
the root of the tree and the backed up score that had just been
computed for it. %3

Rote learning of this sort is very simple. It does not appear

« 7



