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UNIT 1

Computer Systems

1-1 Why Should People Care of a Computer System?

What do the insides of a computer “look like”, and why do we care?

As users we do not have to know the answer to this question, any more than we have to understand
the workings of a car engine in order to drive the car.

We can run standard software packages without understanding exactly how they work; we can pro-
gram a computer in a high-level language without understanding how the machine executes the individual
instructions; we can purchase a computer system from a salesman without understanding the specifications
of the system.

And yet, there is something missing. Perhaps the package doesn’t do exactly what we want, and
we don’t understand the machine well enough to risk fooling around with the package’s options. Perhaps
if we understood the system, we might have written the program to be faster and more efficient.' Perhaps
the salesman did not sell us the optimum system for our job. Or perhaps it’s nothing more than a sense of
excitement that’s missing. But that’s important, too!

The jargon of computers has become a part of the English language. You can open any daily news-
paper and find references to “8MB RAM” of “64-bit PCI Video Accelerator” or “256k cache” in arti-
cles and advertisements. (In a way, it’s scary!)

You’ll notice that this computer features a 60-MHz Pentium CPU, 8MB of RAM memory, and a
540 megabyte (MB) hard drive, among other things. But how good a system is this? Are these fea-
tures important to the user? Is this the right combination of features that you need in your computer to
have the computer perform the work that you wish to get done?’Is a 60-MHz Pentium the best choice of a
CPU? Perhaps we are paying too much for the performance that we need. Or maybe we need more.

What does the presence of a 64-bit PCI video accelerator imply in the context of a long-term invest-
ment of computers for your organization? What other information about this system would allow you to
make a more informed decision?

Some of the expressions used in these articles and ads are obvious from the context. Other referenc-
es may be more obscure. Presumably, everyone today knows what a “monitor” is. But how many peo-
ple know what the terms “cache memory” or “multitasking” or “PCI bus” mean or what their impor-
tance is? Yet all these expressions have appeared recently in daily newspaper advertisements with the as-
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sumption that people would understand the meaning of the ad.

Perhaps you are a student studying to become a computer professional, or perhaps you are simply a
user wanting a deeper understanding of what the computer is all about. In either case, you will probably
be interacting with computers for the rest of your life. It’s nice (as well as useful) to know something
about the tools of the trade. More important, understanding the computer system’s operations has an im-

mediate benefit: it will allow you to use the machine more effectively.

Key words
informed HRAR, RET gy
jargon fiig, Rif
obscure B, NIEER
optimum BILK, BAEH
PCI (Peripheral Control Interface) - ShEERIE D
presumable Bk, AESH
scary AR, BAREA
Notes

1. Perhaps if we understood the system, we might have written the program to be faster and more
efficient .
AR N RESR, WAIREIE S f S £k BB, 3/ B A shid s Ak
TN, £RERERLSEFEX,

2. Is this the right combination of features that you need in your computer to have the computer per-
form the work that you wish to get done?
AUR—ABEENEGH, TPFA that #3151 EBEME, B— that 3| §
(OE 8 M AT M features, TS5 — 4 that 51 % 9 %2 3B N AT B4 — 1 AT B9 work.
2HEHRERSHF L,

1-2 What Should People Do With A Computer System?

As a user, you will be aware of the capabilities, strengths, and limitations of the computer sys-
tem. You will have a better understanding of the commands that you use. You will understand what is
taking place during the operation of the programs that you use. You will be able to make informed deci-
sions about your computer equipment and application programs. You will understand more clearly what an
operating system is, and how to use it effectively, and to your advantage. You will know when it is
preferable to do a job manually, and when the computer should be used. You will understand what it
means to “go online”, and what benefits that will mean to you. You will improve your ability to commu-
nicate with system analysts, programmers, and other computer specialists.

As a programmer , it will allow you to write better programs. You will be able to use the character-
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istics of the machine to make your programs operate more effectively. For example, choosing the approp-
riate data type for a variable can result in significantly faster performance. Soon you will know why this is
so, and how to make the appropriate choices.

Many computers perform integer calculations incorrectly if the integers exceed a certain size, and do
not wamn the user of the error. You will leam how this can occur, and what can be done to assure that
your programs generate correct results.

You will discover that some computers will process nested loops much more quickly if the index vari-
ables are reversed. A rather surprising idea, perhaps, and you’ll understand why this is true.

You will understand why programs written in a compiled language like C or Pascal usually run much
faster than those written in interpreted BASIC.

As a system analyst , you will be expected to specify computer systems for purchase, for yourself
and for your organization. You would like to purchase the computer that best meets the needs of the ap-
plication. You must be able to read and understand the technical specifications in order to compare dif-
ferent alternatives and to match the system to the users’ needs. This book will teach you what you need to
know to specify and purchase a system intelligently. You’ll know the difference between a CISC and a
RISC processor and the advantages and disadvantages of each. You will leam what peripheral hardware is
appropriate for your organization’s files, what is required to interconnect different computers, and what
the speed and size limitations of a particular system are. You’ll be able to compare the features of Win-
dows and UNIX knowledgeably and decide which ones are important to you. You’ll learn to understand
the jargon used by computer salespeople and judge the validity of their sales claims.

You'll be in a better position to determine whether your computer is the right system for a particular
job, or whether a different system would be more appropriate. Perhaps a workstation with an Alpha CPU
is better suited to your application than a personal computer with a Pentium chip. You'll be better pre-
pared to analyze the best way to provide appropriate facilities to meet the needs of your users. In an era
of fast -changing technology, you’ll be more able to differentiate between simple technological obsoles-
cence that does not affect your work significantly and major advances that suggest a real need to replace
older equipment .’

As a system administrator or manager , your job is to maximize the efficiency of your systems. You
will need to understand the reports generated by your systems and be able to use the information in those
reports to make changes in the systems that will optimize system performance. You will need to know
when additional resources are required, and be able to specify appropriate choices. You will need to
specify and configure operating system parameters, set up file systems, provide system security, and
perform many other system management tasks. The configuration of large systems can be very challeng-
ing. This text will give you an understanding of operating system tools that is essential to the effective
management of systems.

In brief, when you complete this book, you will understand what computer hardware and software
are and how programs and data interact with the computer system. You will understand the computer
hardware and software components that are required to make up a computer system and what the role of
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each component in the system is.
You will have a better understanding of what is happening inside the computer when you interact

with the computer as a user. You will be able to write programs that are more efficient. You will be able
to understand the function of the different components of the computer system and to specify the computer
system you need in a meaningful way. You will understand the options that you have as a system admin-
istrator.

In an era in which technology changes extremely rapidly, the fundamental architecture of the com-
puter rests on a solid foundation that has changed only slightly and gradually over the last 50 years. Un-
derstanding the foundations of computer architecture makes it possible to flow with the technological
change and to understand these changes in the context of the improvements that they make and the needs
that they meet .’

This type of understanding is at the very foundation of being a competent and successful system ana-
lyst, system administrator, or programmer. It may not be necessary to understand the workings of an au-
tomobile engine in order to drive a car, but you can bet that a top-notch race car driver knows his or her
engine thoroughly and can use it to win races.’ Like the professional race car driver, it is our intention to

help you to use your computer engine effectively to succeed in using your computer in a winning way.

Key words
competent HEEAK, ARRY, AHRERK
configuration BRE, B
obsolescence e, BRI, TH
top-notch B, BEN
Notes

1. In an era of fast-changing technology, you’ll be more able to differentiate between simple techno-

logical obsolescence that does not affect your work significantly and major advances that suggest a
real need to replace other equipment.
A4, between:and-++ J5 [ f M A 15 R simple technological obsolescence & major ad-
vances, B RIBFHXER —H that 513 8952 78 M 415 5148 M5 3 454798 obsoles-
cence R advances, 2 A ¥ K. EXHARBFHRMWLTE, PR AT B X 50 38 26 A 6
BEBCHFE TAHRE THOEARRIBLEBAEEALES R MR &N EE
BARMBER,

2. Understanding the foundations of computer architecture makes it possible to flow with technologi-
cal change and to understand these changes in the context of the improvements that they make
and the needs that they meet.

AG]H, makes NIHIE, it possible NE S EE, to flow with:--change & to understand---

improvements 29 B > 3 51| {4 R % X 3hiA) 40 1 EEAEIBEEXBRARH that 5)

FHIIFITUME B GIRBH improvements, RAIF1EY: TR B IS A 7T
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3. It may not be necessary to understand the workings of an automobile engine in order to drive a
car, but you can bet that a top-notch race car driver knows his or her engine thoroughly and can
use it win races.
AR —AFIE AR, PR bu i, BE AN EAWE - tha 51 FHE
iEANE, NEIHE RIS E, T8RN hTERREGCEFRAVEELT
BRERIVA TAEER, EEAHE -8 - RORERTFIY THRME (k)
HIIE R B R AT E KB L SR A

1-3 Designing for Performance

Year by year, the cost of computer systems continues to drop dramatically, while the performance
and capacity of those systems continue to rise equally dramatically, At a local warehouse club, you can
pick up a personal computer for less than $ 1000 that packs the wallop of an IBM mainframe from 10
years ago. Inside that personal computer, including the microprocessor and memory and other chips,
you get roughly 100 million transistors. You cannot buy 100 million of anything else for so little. That
many sheets of toilet paper would run more than $ 100,000.'

Thus, we have virtually “free” computer power. And this continuing technological revolution has
enabled the development of applications of astounding complexity and power. For example, desktop ap-
plications that require the great power of today’s microprocessor-based systems include

* Image processing

* Speech recognition

* Videoconferencing

* Multimedia authoring

* Voice and video annotation of files

Workstation systems now support highly sophisticated engineering and scientific applications, as
well as simulation systems, and the ability to apply workgroup principles to image and video applica-
tions. In addition, businesses are relying on increasingly powerful servers to handle transaction and da-
tabase processing and to support massive client-server networks that have replaced the huge mainframe
computer centers of yesteryear.

What is fascinating about all this from the perspective of computer organization and architecture is
that , on the one hand, the basic building blocks for today’s computer miracles are virtually the same as
those of the IAS computer from nearly S0 years ago, while on the other hand, the techniques for squeez-
ing the last iota of performance out of the materials at hand have become increasingly sophisticated .’

This observation serves as a guiding principle for the presentation in this book. As we progress
through the various elements and components of a computer, two objectives are pursued. First, the
book explains the fundamental functionality in each area under consideration, and second, the book ex-
plores those techniques required to achieve maximum performance. In the remainder of this section, we
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highlight some of the driving factors behind the need to design for performance.
Microprocessor Speed

What gives the Pentium or the Power PC such mind-boggling power is the relentless pursuit of speed
by processor chip manufacturers. The evolution of these machines continues to bear out what is known as
Moore’s law. Intel Chairman Gordon Moore observed in the mid-1960s that, by shrinking the size of the
tiny lines that form transistor circuits in silicon roughly 10% a year, chipmakers could unleash a new
generation of chips every three years—with four times as many transistors. In memory chips, this has
quadrupled the capacity of dynamic random-access memory (DRAM), still the basic technology for com-
puter main memory, every three years. In microprocessors, the addition of new circuits, and the speed
boost that comes from reducing the distances between them, has improved performance four- or five-fold
every three years since Intel launched its X86 family in 1979.°

But the raw speed of the microprocessor will not achieve its potential unless it is fed a constant
stream of work to do in the form of computer instructions. Anything that gets in the way of that smooth
flow undermines the power of the processor. Accordingly, while the chipmakers have been busy learning
how to fabricate chips of greater and greater density, the processor designers must come up with ever
more elaborate techniques for feeding the monster. Among the techniques built into contemporary proces-
sors are

* Branch Prediction : The processor looks ahead in the software and predicts which branches, or
groups of instructions, are likely to be processed next. If the processor guesses right most of the
time, it can prefetch the correct instructions and buffer them so that the processor is kept busy.
The more sophisticated examples of this strategy predict not just the next branch but multiple
branches ahead. Thus, branch prediction increases the amount of work available for the proces-

sor to execute.

Data Flow Analysis : The processor analyzes which instructions are dependent on each other’s re-
sults, or data, to create an optimized schedule of instructions. In fact, instructions are sched-
uled to be executed when ready, independent of the original program order. This prevents un-
necessary delay.

Speculative Execution : Using branch prediction and data flow analysis, some processors specula-
tively execute instructions ahead of their actual appearance in the program execution, holding the
results in temporary locations. This enables the processor to keep its execution engines as busy as
possible by executing instructions that are likely to be needed.

These and other sophisticated techniques are made necessary by the sheer power of the processor.
They make it possible to exploit the raw speed of the processor.

Performance Balance

While processor power has raced ahead at breakneck speed, other critical components of the comn
puter have not kept up. The result is a need to look for performance balance: an adjusting of the organi-
. 6 .



zation and architecture to compensate for the mismatch among the capabilities of the various components.

Nowhere is the problem created by such mismatches more critical than in the interface between pro-
cessor and main memory. While processor speed and memory capacity have grown rapidly, the speed
with which data can be transferred between main memory and the processor has lagged badly. The inter-
face between processor and main memory is the most crucial pathway in the entire computer, because it is
responsible for carrying a constant flow of program instructions and data between memory chips and the
processor. If memory or the pathway fails 10 keep pace with the processor’s insistent demands, the pro-
cessor stalls in a wait state, and valuable processing time is lost.

The effects of these trends are shown vividly in Figure 1.1. The amount of main memory needed is
going up , but DRAM density is going up faster. The net result is that, on average, the number of
DRAMS per system is going down. The solid black lines in the figure show that, for a fixed-size memo-
1y, the number of DRAMs needed is declining. But this has an effect on transfer rates, because with
fewer DRAMs, there is less opportunity for parallel transfer of data. The shaded bands show that for a
particular type of system, main memory size has slowly increased while the number of DRAMs has de-

clined.

Number of DRAMS

i

[1986]1987[1988? 1992 1993| 1994] 1995 | 1996 | 1997 1998 1999 1999
DRAM o L ! ‘ N
Size I Mbit 4 Mbit 16 Mbit 64 Mbit 256 Mbit
predominant  |Mx2 IMx4 4Mx4 27? 297
Organizations  256kx4 2Mx8

Figure 1.1 Trends in DRAM Use.

There are a number of ways that a system architect can attack this problem, all of which are reflect-
ed in contemporary computer designs. Some examples:
* Increase the number of bits that are retrieved at one time by making DRAMs “wider” rather than
“deeper” and by using wide bus data paths.
* Changing the DRAM interface to make it more efficient, by including a cache or other buffering
scheme on the DRAM chip.
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* Reduce the frequency of memory access by incorporating increasingly complex and efficient cache
structures between the processor and main memory. This includes the incorporation of one or
more caches on the processor chip as well as on an off-chip cache close to the processor chip.

* Increase the interconnect bandwidth between processors and memory by using higher-speed buses
and by using a hierarchy of buses to buffer and structure data flow.

Another area of design focus is the handling of 1/0 devices. As computers become faster and more
capable, more sophisticated applications are developed that support the use of peripherals with intensive
/O demands. Table 1.1 gives some examples of typical peripheral devices in use on personal computers
and workstations. These devices create tremendous data throughput demands. While the current genera-
tion of processors can handle the data pumped out by these devices, there remains the problem of getting
that data moved between processor and peripheral. Strategies here include caching and buffering schemes
plus the use of higherspeed interconnection buses and more elaborate structures of buses. In addition,
the use of multiple-processor configurations can aid in satisfying I/0 demands.

The key in all this is balance. Designers all constantly strive to balance the throughput and process-
ing demands of the processor components, main memory, I/O devices, and the interconnection struc-
tures. And this design must constantly be rethought to cope with two constantly evolving factors:

1. The rate at which performance is changing in the various technology areas (processor, buses,

memory, peripherals) differs greatly from one type of element to another.

2. New applications and new peripheral devices constantly change the nature of the demand on the

system in terms of typical instruction profile and the data access pattemns.

Thus, computer design is a constantly evolving art form. This book attempts to present the funda-
mentals on which this art form is based and to present a survey of the current state of that art.

Table 1.1 Typical Bandwidth Requirements for Various Peripheral Technologies

Peripheral Technology Required Bandwidth
Graphics 24-bit color 30 MBytes/sec
Local area network 100BASEX or FDDI 12 MBytes/sec
Disk controller SCSI or P13%4 10 MBytes/sec
Full-motion video 1 024 x 768 @ 30bps 67 + MBytes/sec
1/0 Peripherals Other miscellaneous 5 + MBytes/sec
Key words
breakneck 1 6y ¥ 2 BE
FDDI (Fiber Distributed Digital Interface) K mREFEED
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speculative BHE, BEK
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throughput EdN - Y
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Notes

1.

2.

That many sheets of toilet paper would run more than $ 100,000.

Z</a)H ) that many sheets 1§ 5 |-/ K #Y 100 million sheets.

What is fascinating about all this from the perspective of computer organization and architecture
is that , on the one hand, the basic building blocks for today’s computer miracles are virtually
the same as those of the IAS computer from nearly 50 years ago. While on the other hand , the
techniques for squeezing the last iota of performance out of the materials at hand have become
increasingly sophisticated .

FAIK EER Dl what 5180 EENG, BBESER s, HREHENIHIIHKE
WA}, TEREMNFZRISrF) B on the one hand % while on the other hand 1 A iB 4} FF
A RN ATRVEAREMPMARE, TAXES AREFNE, —FE#&
FARKFBBE T EI S MR EE FEAZE TR /7 AS B VLTBUE I .
W55 —J7H, AWBAME KRB — T s S TMBERERKWERT .,

. In microprocessors, the addition of new circuits, and the speed boost that comes from reducing

the distances between them, has improved performance four- or five-fold every three years since
Intel launched its X86 family in 1979.

FHRE—-PNENEEM, FHEFHER the addition of new circuits, and the speed boosto
BB A A and BEHEYAE— A, B 385 A RS S AREE “has im-
proved” o FEHHH A di that 51 FH)— 1 E1BE MR B FiEHA — 8 since 31
TRy ELRE N F R B E A S R A RBTE, @AY, EMCES T E, A
M Intel 7E 1979 4FHE i X86 RFLANE, MR/ eit B 6] fr B 28 3 75 3 488 o 4 el 6 LA
LRERFHRECAKBE=FUEEBEZ M,

1-4 Pentium and PowerPC Evolution

Throughout this book, we rely on many concrete examples of computer design and implementation to

illustrate concepts and to illuminate trade-offs. Most of the time, the book relies on examples from two

computer families: the Intel Pentium and the PowerPC. The Pentium represents the results of decades of

design effort on complex instruction set computers (CISCs). It incorporates the sophisticated design

principles once found only on mainframes and supercomputers and serves as an excellent example of CISC
design. The PowerPC is a direct descendant of the first RISC system, the IBM 801, and is one of the
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most powerful and best-designed RISC-based systems on the market.

In this section, we provide a brief overview of both systems.

Pentium

Intel has ranked as the number one maker of microprocessors for decades, a position it seems un-
likely to yield. The evolution of its flagship microprocessor product serves as a good indicator of the evo-
lution of computer technology in general .

Table 1.2 shows that evolution. Although the Pentium is now the star performer in Intel’s product
line, they already have two more processors in the pipeline: the P6, introduced in 1995, and the P7,
still under development. Interestingly, as microprocessors have grown faster and much more complex,
Intel has actually picked up the pace. Intel used to develop microprocessors one after another, every
four years. But for the Pentium, the generation gap shrank to three years. And for its P6 and P7 chips,
Intel hopes to keep rivals at bay by trimming another year off.'

It is worthwhile to list some of the highlights of the evolution of the Intel product line;

* 8080: The world’s first general-purpose microprocessor. This was an 8-bit machine, with an

8-bit data path to memory.

* 8086: A far more powerful, 16-bit machine. In addition to a wider data path and larger regis-
ters, the 8086 sported an instruction cache, or queue, that prefetches a few instructions before
they are executed.

* 80286: This extension of the 8086 enabled addressing a 16 MByte memory instead of just 1
MByte.

* 80386: Intel’s first 32-bit machine, and a major overhaul of the product. With a 32-bit archi-
tecture, - the 80386 rivaled the complexity and power of minicomputers and mainframes introduced
just a few years earlier.

* 80486: The 80486 introduces the use of much more sophisticated and powerful cache technology

and sophisticated instruction pipelining.

Table 1.2 Intel Microprocessors

Characteristic 286 386 486 Pentium p6 P7

Start of design work 1978 1982 1986 1989 1990 1993
Formal introduction Feb. 1982  Oct. 1985 Apr. 1989 Mar. 1993 Q3 1995 1997 or 1998"
Volume shipments 1983 1986 1990 1994 1996 1998 or 1999"
Number of transistors 130,000 275,000 1.2 million 3.1 million 5.5 million 10 + million"
Initial speed in MIPS* 1 5 20 100 250 500"
Peak sales year 1989 1992 1995" 1997" 199" 2000"
Installed units 9.7 million  44.2 million 75 million 4.5 million  none none

a Millions of instructions per second.
b Estimated.
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