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Preface

This book was written for engineering and science students who study
differential equations and linear algebra in the same course. The intended
audience and my own experience as an engineering student have influenced
the writing in three ways. First, applications motivate and illustrate the
mathematics throughout. Second, methods are presented before theory
wherever possible, so that the student approaches generalizations with a
body of examples in mind. Third, most theorems are not proved, although
they are explained, illustrated, and interpreted.

Two semesters of calculus is the required background. Beyond that,
infinite series is needed for Chapter 8, Power Series Methods, and partial
derivatives are used in scattered sections. These topics can be studied
concurrently. The linear algebra knowledge required is the ability to solve
two equations in two unknowns.

The subjects of linear differential equations and linear algebra have
many close connections. At every opportunity, these relationships are used
to reinforce knowledge already gained and to facilitate learning new
material. The chapters are arranged so that the two subjects intertwine.
After first-order and linear second-order differential equations in Chapters 1
and 2, the third chapter takes up basic matrix theory and systems of algebraic
equations. In Chapter 4, the theory of linear differential equations is devel-
oped while determinants are fresh in mind. Chapter 5 introduces fundamen-
tal concepts of linear algebra, aiming for eigenvalues and eigenvectors.
These ideas are applied to systems of linear differential equations in Chapter
6. The last three chapters are special topics in differential equations: Laplace
transform, power series solutions, and numerical methods.

The sections not marked with stars in the Contents form the core of the
book. Beyond that, there is enough material for a two-semester course, or
for a one-semester or two-quarter course with a bias toward either differ-
ential equations or linear algebra.

This book has a number of special features that enhance its value as a
text and reference.

* Over 225 examples illustrate definitions and theorems and guide the
student in new techniques.
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* More than 1200 exercises are provided, ranging from simple drill to novel
applications, extensions of methods, proofs of theorems, and previews of
later topics.

* Miscellaneous exercises conclude each chapter. Some of these are drill for
test preparation while others require the results of several sections, develop
new methods, or take old methods in new directions.

* Solutions to odd-numbered exercises are in the back of the book. Answers
to even-numbered exercises are available in a separate booklet.

* Notes and references at the end of each chapter comment on the subject
from a broader viewpoint, telling why and to whom it is important, how it is
related to others, and where to find out more about it. A bibliography is at
the end of the book.

* Optional material (starred in the Contents) goes well beyond the minimum
content of the course. For instance: Sections 2.7 and 4.5 develop examples,
methods, and theory of linear two-point boundary value problems;
numerical methods for linear equations, eigenvalues, and systems of
differential equations are discussed in 3.11, 5.9 and 9.4; and the matrix
representation of geometric transforms, now in demand for robotics and
computer graphics, is presented in 3.10.

* The Appendix contains miscellaneous mathematical references and a full
discussion of partial fractions.

For almost twenty years, Victor Lovass-Nagy has been my faithful
friend, colleague, and advisor. For all his kindness and because of his
interest in matrix theory, this book is dedicated to him. I wish to
acknowledge also many conversations, corrections, and helpful comments
of friends and colleagues including Mark Ablowitz, Heino Ainso, Bill
Briggs, Axel Brinck, Susan Conry, George Davis, Larry Glasser, Charles
Haines, Abdul Jerri, G. N. Kartha, Bill Kaster, Robert Meyer, Richard
Miller, Gustave Rabson, Harvey Segur, and the late R. G. Bradshaw. I also
wish to thank the following reviewers: William L. Briggs, University of
Colorado at Denver; Saber Elaydi, University of Colorado at Colorado
Springs; Dar-Veig Ho, Georgia Institute of Technology; David Lesley, San
Diego State University; David O. Lomen, University of Arizona; J. R.
Provencio, University of Texas at El Paso; and David B. Surowski, Kansas
State University.
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1

First-Order

1.1

Introduction

Example 1

Equations

In many important physical problems the development in time of a
particular quantity is controlled by a fundamental physical law. A good
example is provided by a chemical solution in a “‘stirred-tank chemical
reactor.” This is a tank containing a solution, initially at a particular
concentration. When the period of observation begins, solution flows in
continuously at a given rate and concentration, and the contents of the
tank are drawn off continuously at a given rate. There is supposed to be a
stirring device in the tank to ensure that the concentration of the solution
is uniform throughout the tank at any time. It is usually required to find
the amount (mass) of solute in the tank as a function of time. The
equation governing this quantity is found by applying the law of conserva-
tion of mass in this form:

accumulation rate = rate in — rate out. (1.1)

A 200-liter tank is initially filled with brine (a solution of salt in water) at
a concentration of 2 grams per liter. Then brine flows in at a rate of 8
liters per minute with a concentration of 4 grams per liter. The well-
stirred contents of the tank are drawn off at a rate of 8 liters per minute.
Express the law of conservation of mass for the salt in the tank.

Let u(t) be the mass of salt in the tank, measured in grams. The rate
at which salt enters is

8liter 4g 32¢g

rate in = ——— X — = —
min liter min

The rate at which salt leaves is

8 liter « u(t)g  0.04¢g

rate out = - . = :
min 200 liter min

u(t).

The rate at which salt accumulates in the tank is just du/dt, measured in

1



1 First-Order Equations

grams per minute. Thus the mass balance is

accumulation rate = rate in — rate out
du 32¢g 0.04u(t) g
dt min min

The units of measurement are included as a check on consistency. They
are usually dropped at this stage, and the mass balance equation is written
du

— = —0.04u + 32, o<t 1.2)
dt

The inequality, 0 < t, reminds us that the equation is valid after the
experiment starts.

Definition 1.1

Many variants are possible in problems of this type: the inflow and
outflow rates might be different or nonconstant, a chemical reaction might
take place in the tank, the solution might become saturated, and so on. But
in any event the accumulation rate term will cause the derivative of the
unknown quantity u to appear in the mass balance equation. This brings
us to the subject of our study.

A relationship between a function and its derivatives is called a differen-
tial equation. The highest-order derivative that appears is called the order
of the differential equation.

The mass balance equation of Example 1, Eq. (1.2), is a first-order
differential equation. We shall see many more examples of first-order
equations in this chapter. In later chapters we shall see that certain simple
mechanical or electrical systems can be described by second-order equa-
tions such as

2
“ii_t;‘+ 6%‘+ 10u = 2cos t.
More complex systems may require differential equations of yet higher
order.

Our objective, wherever possible, is to solve differential equations. Let
us symbolize a general first-order equation as
du

E = F(t, u).



Example 2

1.1 Introduction

Then a solution of this differential equation on an interval a <t < g isa
function u(t) that has a first derivative and satisfies the differential
equation for all ¢ in the interval @ <t < 3. That is, substitution of u(t)
into the differential equation leads to an identity,

%u(r) = F(t, u(t)), a<t<pB.

The differential equation of Example 1,

au = —0.04u + 32,
dt

has for one solution the function
u(t) = 800 + 70e 2% 1.3)
over the interval —oc < t < oc. To confirm this claim, first note that the
given function has a first derivative, which is
%u(t) = 70(—0.04)e 0% = —2 8¢ 004,
Substitution of u(t) and its derivative into the given differential equation
leads to the identity
—2.8¢79%% = —(0.04(800 + 70e 904 + 32, —o0 < t < oo,

It is also correct to say that the more general expression
u(t) = 800 + ce %, (1.4)

in which ¢ is an arbitrary constant, is a solution of the differential
equation. Indeed, substitution of this function into the differential equa-
tion again gives

—0.04ce %% = —0.04(800 + ce %) + 32,

which is true for all t and any choice of the constant c.

Returning now to the chemical reactor problem of Example 1, we
seem to have an unexpected problem: too many answers. Since Eq. (1.4)
is a solution of our differential equation for any value of ¢, and each
different value of ¢ corresponds to a different function, we have an
infinite family of solutions of Eq. (1.2). Yet the physical problem seemed
perfectly definite, and we expect a single, definite solution.

This difficulty disappears, however, when we note that there is
information given in Example 1 that we have not used. The initial



Definition 1.2

1 First-Order Equations

concentration in the tank was given to be 2 grams per liter, which
translates to an initial amount of 400 grams. In terms of the function u,
we would state this condition as

u(0) = 400. 1.5
Now if we set t = 0 in the function of Eq. (1.4), we get
u(0) = 800 + ce® = 800 + c.

This quantity should equal 400. Thus ¢ = —400, and the function we
seek is

u(t) = 800 — 400e 04, (1.6)

This function satisfies both the differential equation (1.2) and the aux-
iliary condition (1.5).

A first-order differential equation, together with a condition on the value
of the solution at some point (an initial condition) is called an initial value
problem. A solution of the differential equation that also satisfies the
initial condition is a solution of the initial value problem. A general
first-order initial value problem is denoted by

du
I F(t,u), u(t) =q.

Example 3

A substantial part of any course in calculus is actually spent in
dealing with the problem of solving first-order differential equations in
which the right-hand side is a known function of ¢ alone:

& fo. @)

In words: the derivative of an unknown function is given, and the
function is to be found. A solution of this problem is any antiderivative or
indefinite integral of f(t). The theorems of elementary calculus assure us
that the most general solution is obtained by adding a constant to any
solution. If an initial condition is imposed, the constant can be chosen to
make the solution satisfy it.

Solve the initial value problem
d_u — —2t
dt

u(0) = S.

) t>0,
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The right-hand side of the differential equation is a known function

of t. By “integrating both sides” of the differential equation we find
—2t
e
)=—+

u(t) > c
as a solution of the differential equation. In order to fulfill the initial
condition we must have

u(0) =5,
0
= 1
Te +c = —‘5 + ¢ = 5.
Thus ¢ = %, and the solution of the initial value problem is
11 e
)= ———&.
u(t) ) >

Example 4

Some functions f(f) do not have an antiderivative that can be
written down in closed form. In this case we must leave the integration of
f(t) to be done. To make our solution of the differential equation

du
@ f()

perfectly definite, we write it as
u(t) =c+ J‘ f(z) dz. (1.8)

The lower limit, a, is any convenient fixed value (usually the initial value
of t in initial value problems). We have used z as the dummy variable of
integration; any other letter that is not busy elsewhere could be used
instead. Elementary theorems of calculus assure us that Eq. (1.8) is a
continuous function whose derivative is f(t) at any t where f is continu-
ous. We also use the form (1.8) to represent the solution of the differen-
tial equation when we do not want to specify the function f. However, this
should not be used as a “formula for solving” the differential equation
(1.4). It is much easier and more natural to think of integrating both
sides.

We attempt to solve the initial value problem

du _
di

B
—t

e v, u(0) = 3.
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6
There is no function expressible in terms of polynomials, exponentials,
etc., whose derivative is e”*’; therefore we must leave the integration to
be done. We express the solution of the differential equation as
t
u(t) = I e *’dz + c.
0
The initial condition can be satisfied by setting ¢t = 0 in the expression
above and equating u(0) to 3:
0
u(0) = j e dz +c=31.
0
We see that ¢ = 5 and that the solution of the initial value problem is
t
u(t) = j e ¥ dz + 1.
0
Exercises In Exercises 1-10, you are to solve the given differential equation. If

there is an initial condition, choose the constant of integration to satisfy
it.

1-iii—':=4,0<t;u(0)=1 2.%‘=e*5t

3. %=sin2t, u() =0 4. %=c0s3t
5'%:til’t>0 6'%:1:#
7‘%‘:%? f;'%t:t(t}rl)’t>1
9. =1 >0 10. d”:2t+3

i il SR s

dt > +3t+2 dt

11. A tank is being filled with water at a rate of q(t) liters per minute. If
the tank starts empty, find an initial value problem describing the
volume of water in the tank. (Assume that no water leaves the tank.)

12. Solve the initial value problem of Exercise 11 if q(t) = 8 liters per
minute. For how long is your solution valid if the tank has a capacity
of 100 liters?

13. Solve the initial value problem of Exercise 11 if the flow rate in liters

per minute is
t
4—-— <t= i
qlt) = 10’ 0 <t =40 min

0, 40 < t.
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14. Solve the initial value problem of Exercise 11 if q(t) = ¢ "*°,0 < t.

15. Find an initial value problem for the amount of salt in a 50-liter tank
if pure water enters at a rate of 5 liters per minute, solution is drawn
off at a rate of 5 liters per minute, and the tank is initially filled with
brine at a concentration of 10 grams per liter.

16. Suppose that a tank has a capacity of V liters; brine enters at a rate
of Q liters per minute and concentration k; the well-stirred contents
of the tank are drawn off at a rate of Q liters per minute; the tank is
initially filled with brine at a concentration k,. Show that an initial
value problem for the amount of salt in the tank, u(t), is

du Q

—=-—"u+ <
o u + Qk, 0<t,
u(0) = Vk,.

17. Suppose a solid object (like a salt block) is to be dissolved in a liquid.
The rate at which the solid dissolves is —dV/dt, where V is the
volume of the solid. It is reasonable to assume that this rate depends
on the area A of the solid that is in contact with the liquid and on the
difference (¢, — ¢) between saturation concentration of the solution
and its current concentration. In mathematical terms we have said (k
is a constant of proportionality)
av
o kA(c, — c).

(a) Suppose the solid is in the form of a sphere of radius R.
Rephrase the equation above as a differential equation for R. (Recall
V = 4$mR3, A = 47R?)

(b) Solve the equation obtained in (a), assuming that ¢, — ¢ (approx-
imately) constant. Designate R(0) = R,

18. Suppose now that the solid has a ‘“‘characteristic dimension” L (the
radius of a sphere or the side of a cube) and that its shape retains the
same proportions as it shrinks. Then V = vL?, A = al?, where v
and a are constants. Derive a differential equation for L and solve it.

1.2
Linear Equations

In this section we will study methods for solving a very important kind of
first-order differential equation. A linear equation is one that can be
expressed as

du
T a(t)u + f(t). 1.9

The key feature is that the unknown function appears in just one place, as



