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PREFACE

Since the 1970s, the development of econometrics has been so rapid that it has
become difficult to find a textbook that treats the new topics and provides an
updated perspective of the field. This text is intended to fill this need.

Most existing texts cover only the topics of Chaps. 1 to 5, the topics of
Chaps. 6 to 12 being covered only infrequently. In order to incorporate new
developments in a text, as it has been done in field after field for several decades,
one must emphasize the basic ideas that underlie the subject. I believe from my
teaching experience in Princeton that it is possible to cover the topics of seven
chapters in about the same time and with the same effort on the part of students
as previously spent in covering the topics of the first five chapters alone. This
requires omitting nonessential details in, and improving the exposition of, pre-
vious material, as well as exposing the threads that connect all the material, old
and new. After the new material has been integrated, the reader will gain a more
up-to-date perspective of the subject.

This book is intended mainly for graduate students, although as the cur-
riculum is constantly being upgraded, more and more advanced undergraduates
will find the less theoretical parts readable. It assumes familiarity with the basic
techniques of statistical inference and some exposure to matrix algebra. Nat-
urally, more preparation in these two areas will make this text easier to read and
simpler to comprehend. Chapter 1 can be used to test the reader’s preparation. A
reader with the minimum required preparation should find Secs. 1.1 to 1.5 easily
comprehensible but may find the later starred sections difficult. In this case, |
would recommend studying the nonstarred sections of Chap. 2 before returning
to the more theoretical starred sections of Chap. 1. In fact, an applications-
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xii PREFACE

oriented reader may skip the starred sections or read only the results therein
without going through the proofs.

As another means of accommodating students with different backgrounds in
statistics and mathematics, I have chosen to weave the required background
material into the body of the text rather than presenting appendixes, which are
usually dry and formal. This approach has the advantages of motivating the
material and helping the student learn it while using it. Material that is used
more often will be more firmly absorbed, as it should be.

The level of abstraction at which to present econometrics is a matter of taste,
This book has interwoven empirical material to show students how empirical
investigations in econometrics are conducted and to motivate the theoretical
material. Some readers would prefer more empirical material than is actually
presented and some less. Some would prefer having less theorem proving and
others would prefer having more and at a higher level of mathematical abstrac-
tion. The level selected reflects the author’s opinion concerning what the first-year
graduate student in economics should be trained to do in the field of econo-
metrics.

Although this text has a broader coverage than existing texts, it cannot
possibly cover all important topics, as a textbook is not an encyclopedia. The
selection of topics is also a matter of taste. Given the selection of topics, the
choice of the tools and concepts to be presented within each topic has been
guided by two criteria: the usefulness of the methods in applied work and the
usefulness of the theoretical ideas in the further development of econometric
methods. For example, the ¢ test is useful in applied work, and the idea of
maximum likelihood is useful for developing new estimators. Once the basic tools
have been mastered, the student can apply them to study and solve new problems
not covered in this text.

How this book should be used depends on the preparation of the students.
As mentioned above, the starred sections can be omitted by applications-oriented
readers. For the students of applied econometrics who have not had the material
in Secs. 1.6 to 1.11, a one-semester course may cover Chaps. 1 to 5, omitting most
of the proofs in the starred sections. For the students of theoretical econometrics
who have not had the material in Secs. 1.6 to 1.11, a one-semester course may
include Chaps. 1 to 5, covering the above sections, and Secs. 2.13, 3.2, and 3.3
after the nonstarred sections of Chaps. 1 to 3 have been studied. Less time will be
devoted to the empirical studies. Students having had one semester of statistical
methods including the materials of Secs. 1.6 to 1.11 may take up additional topics
from Chaps. 6, 7, or 9. Chapters 6 to 12 can serve as a text for a second semester
in econometrics.

I am indebted to the students at Princeton who helped me learn the material
in this text, some using drafts of various chapters and offering comments, includ-
ing George Mailath, Loretta Mester, and In-Koo Cho, who have also helped
prepare the index. Thanks are due to Takeshi Amemiya and John B. Taylor who
read Chap. 11, and to David Brownstone who read Chap. 8, and to Adrian
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Pagan and Gary Skoog who read many chapters and provided useful comments.
It is impossible to express sufficient gratitude to my colleague Richard Quandt,
who read the entire manuscript and made many useful suggestions for improve-
ment, Pia Ellen has typed drafts of the manuscript with remarkable efficiency and
good spirit. Without her help, the book would not have been completed. I would
like to thank all the publishers for granting permission to reprint material written
by me and published by them. References are given in the text. Results of research
supported by the National Science Foundation through several grants find their
way into many sections in this book, especially in Chaps. 7 and 9 to 12.

Gregory C. Chow
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CHAPTER

ONE
SIMPLE LINEAR REGRESSION

1.1 WHAT IS ECONOMETRICS?

Econometrics is the art and science of using statistical methods for the measure-
ment of economic relations. In the practice of econometrics, economic theory,
institutional information, and other assumptions are relied upon to formulate a
statistical model, or a set of statistical hypotheses, to explain the phenomena in
question. Econometric methods are used to estimate the parameters of the model,
to test hypotheses concerning them, and to generate forecasts from the model.
The formulation of an econometric model is an art, just as using knowledge of
architecture to design a building is an art. A good econometrician uses sound
judgment to bring the relevant knowledge in economics to bear in formulating a
useful model. The most important variables are selected while the nonessential
ones are discarded. The crucial relationships are formulated and incorporated in
the model. Care is taken to ensure that the statistical data used actually corre-
spond to the variables to be measured according to theoretical considerations.
Given a set of requirements in the construction of a building, two good
architects will come up with two different designs. Both may serve the purposes
well. Similarly, given the same objectives, two econometricians are not likely to
come up with two identical models, but both may capture the essential elements
of the problem sufficiently to be useful. Good econometric models, like good
architectural designs, can serve as prototypes to be followed in future investi-
gations. The art of formulating a good econometric model is difficult to learn.
One needs a solid command of the tools of economic analysis and sound judg-
ment to select the essential variables of the problem. In a Walrasian system of
general equilibrium all economic variables are related, but only a subset of vari-
ables will be selected in a particular investigation. One can read the best econo-
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metric studies to see how they were done, in the same way that an architect reads
the best designs or an artist studies masterpieces of art. Finally, one can practice
building one’s own models and thus learn by doing,

This book is devoted mainly to an easier aspect of the practice of econo-
metrics, namely, the study of some of the statistical methods most useful for
drawing inferences from an econometric model. Knowledge of econometric me-
thods is essential, though by no means sufficient, for the construction of good
econometric models, as we have just pointed out. Qur presentation presumes that
the reader is familiar with the basic ideas of statistical inference. To review some
of the basic ideas and to indicate the level of preparation suitable for reading this
book, we shall introduce the required tools of statistics in this chapter and apply
them to the model of simple linear regression as a warmup exercise. Most of the
techniques presented later in this book can be viewed as generalizations, exten-
sions, or modifications of this simple model.

At the beginning of an econometric investigation, an econometrician needs to
know clearly what economic phenomena are to be explained, what important
factors will contribute to the explanation, how these factors should be measured,
what quantitative relationships exist, how such relations can be estimated or
tested, and what conclusions can be drawn from the investigation. Consider the
example of studying the demand for apples in the United States. The annual
consumption of apples through time may be selected as the phenomenon to be
explained. The important factors explaining the demand for apples may be the
price of apples and income of the consumer. One may choose the per capita
annual consumption of apples (in pounds) as the dependent variable. The price of
apples per pound, deflated by a consumer price index, and per capita disposable
income, also deflated by a consumer price index, may serve as the explanatory
variables. The logarithm of per capita apple consumption may be assumed to be
a linear function of the log of relative price, the log of per capita real disposable
income, and a normally distributed random disturbance summarizing the com-
bined effects of omitted factors. Time-series data may be used to estimate this
linear relation. The coefficients of log price and log income will be interpreted
respectively as the price and income elasticities of demand for apples. One objec-
tive of the investigation may be to estimate these demand elasticities. Another
may be to test the hypotheses that both elasticities are less than 1 in absolute
value. A third may be to use the estimated relation to forecast the demand for
apples 5 years from now.

In the above illustration, many issues will have to be resolved by the econo-
metrician. For example, is deflation of total apple consumption by total popu-
lation in the United States sufficient to account for the effects of demographic
factors on apple consumption? Is the age distribution relevant? Is mean income
sufficient to explain apple consumption without taking the distribution of income
into account? Is the relationship approximately linear in the logarithms of the
variables? Does one have to account for the effects of lagged incomes on con-
sumption? Is it useful to combine cross-section data with time-series data to
estimate the price and income elasticities? Does the coefficient of log price in the
postulated linear relation measure solely the price elasticity of demand, rather
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than the elasticity of supply? Is it necessary to formulate a supply equation for
apples and estimate a system of two equations simultaneously?

The study of demand for apples is an easy econometric problem, and yet all
these issues and others must be resolved. Consider the more difficult problem of
studying the demand for computers in the United States. Just the measurement of
the dependent variable requires some serious thought. Since there are large and
small computers, or computers with different computing powers and capabilities,
how is the total quantity of computers to be measured? Since the quality of the
computers, however measured, has improved so rapidly through time, how
should the effect of this rapid technological change be incorporated in a study of
the demand for computers? Related to the measurement of the quantity of com-
puters is the problem of measuring the price per unit of computers. If the quan-
tity of computers can be measured appropriately, one will know what 1 unit of
computers is and the price per unit can be determined accordingly. These prob-
blems are only illustrative of the issues an econometrician faces in the formu-
lation of an econometric model. Other issues have been stated at the beginning of
the paragraph before last. The problem of the demand for computers is con-
sidered in Sec. 1.12. The issues in formulating an econometric model cannot be
systematically discussed in this book but will be illustrated by case studies cited
in Chaps. 1, 2, and 4. Before embarking on a statistical analysis, the econo-
metrician should have resolved all these issues and planned ahead, deciding how
conclusions should be drawn before performing the statistical computations.
Having made these introductory remarks, we begin by describing the model of
simple linear regression.

1.2 MODEL OF SIMPLE LINEAR REGRESSION

Let y; denote the ith observation of the dependent variable and x; denote the
associated explanatory variable. A simple linear regression model can be written
as
yi=o+ Bx;+¢€ i=1..,n (N
where the residual or disturbance terms €; are assumed to be normal and inde-
pendent, each having mean zero and variance ¢®. The observations on x; are
treated as fixed numbers, except when specified otherwise, as in Secs. 1.6, 1.7, and
3.8. That is, a probability distribution for x; is not postulated. The parameters of
this model are «, B, and 2. The mean of the random variable y; isa + fx;, as we
observe by taking the mathematical expectations (or means) of both sides of (1).
The mean is thus a linear function of x; the mean is called a regression function.
As an example, consider n families selected from Princeton, New Jersey. Let y;
denote the logarithm of the quantity of apples consumed by the ith family during
a given period and x; denote the logarithm of its income during the same period.
The mean of y; can be assumed to be a linear function of x;. Given x;, that is, for
families having log income equal to x;, the distribution of log apple consumption
is assumed to be normal, having mean « + fx; and standard deviation o.
In classical statistics the two main problems are to estimate the unknown
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parameters, «, f8, and ¢ in this case, and to test hypotheses concerning them.
These topics will be discussed in turn.

1.3 POINT ESTIMATION

Let point estimates of the parameters o and f be denoted respectively by a and b.
Other methods will be presented in due course, but first we discuss a popular
method for finding these estimates, namely, the method of least squares. In this
method one chooses the values of ¢ and b which minimize the sum of squares of
the deviations of y; from the estimated regression line a + bx;, that is,

S0~ @+ bx)T?

Setting to zero the derivative of this sum with respect to a, we obtain

a=2i=l yx'“nb Zi=1 xiEﬁ—bi )

Substituting y — bx for a in this sum and setting to zero its derivative with
respect to b, we obtain

b= |:Z X;(x; — f):l_ Z x(yi— 9

-1
- [z (5, — fV] ¥ (= %My — ) ()

where we have used ) ; %(x; — X) = 0 and Y ; %(y; — 7) = 0. Equations (2) and (3)
are the normal equations for computing the estimates g and b.

To decide whether these formulas or estimators are good we consider their
sampling distributions. As seen from (2) and (3), the estimators a and b
are functions of the random variables y,, ..., y, and therefore random variables
themselves. The term estimates refers to the particular numbers representing a
and b which we obtain by using a particular sample (y,, ..., y,). The term esti-
mators refers to possible numbers a and b which we could obtain by (hypotheti-
cally) drawing repeated samples of (y,, ..., y,) given the values of x,, ..., x,. An
estimator is a random variable; an estimate is a number which is computed by
using the data for one particular sample. To evaluate the mean and variance of
the distribution of b or of the random variable b we substitute « + Bx; + ¢, for y,
in (3) and write b as a function of ¢,

[gi-o] Tyl

= [z (xi — f)2:|_1|:z (x; — X)a + Bx; + €i):|
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= [Z (x; — i)x‘]—lliz (x; — X)Bx; + Z (x; — x)fiil
=B+ [Z (x: — f)z]_ I:Z (x; — JE)fi] 4

The mean of the random variable b is obtained by taking the mathematical
expectation of (4) yielding

E[b] = E[f] + [z_ (6, — x)] [z_ (i — f)Eei] =5 ®)

where we have treated ) ; (x; — X)* as a constant and taken the expectation of the
sum ) ; (x; — X)¢; as the sum ) ; E[(x; — X);] of the expectations, each Eg; being
zero by assumption. Since E[b] = B, b is an unbiased estimator of p.

To find the variance of b we use (4) and (5) to evaluate

Var b = E[(b — Eb)*] = E{[Z (x; — x)z]_ I[Z (x; — x)e,-]}z

i

B I:Z (x; — f)z:l_zE[Z (x; — X)Ei:r
= [Z (i — f)z]‘z z (x; — X)’Ee} = I:Z (x; — )z){l—laz ©)

where the third line has used the assumption that Ee;e; = 0 for i # j. Thus the
variance of the sampling distribution of b is directly proportional to the variance
a2 of the regression residuals €; and inversely proportional to the variance of the
explanatory variable. Having more variations in x permits a tighter estimate of b.

Note from the first line of (4) that b is a linear function of y,, ..., y, and is
called a linear estimator. It is an unbiased estimator of f§, as shown by (5). In fact,
among all linear, unbiased estimators, b has the smallest variance, as will be
proved in Chap. 2. Thus, the least-squares estimator b is said to be best linear
unbiased. We leave the evaluation of the mean and variance of the distribution of
the estimator a as exercises.

A frequently used point estimate of ¢ is

= =27 Y (- a— b’ )

It will be shown in Chap. 2 that (n — 2)s*/6? or Y 7=, (y; — a — bx;)*/? is distrib-
uted as y*> with n — 2 degrees of freedom. Since a y*(n — 2) distribution has a
mean equal to n — 2, the mean of s?/¢? is 1, or the mean of s? is ¢2. In other
words, 52 is an unbiased estimator for o2, However, the mean-squared error
E(s?> — 6?)* can be improved by replacing the denominator n — 2 by n — 1. This
would produce a biased estimator, whose expectation is smaller than ¢2, but the
variance of the estimator would also be reduced, leading to a smaller mean-
squared error. The estimator s® is often used because it is convenient to use
standard tables for the x2 distribution for its sampling distribution.
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1.4 TESTING HYPOTHESES AND INTERVAL ESTIMATION

From (4) we observe that b — f is a linear combination of ¢y, ..., €,. Therefore, if
the ¢; are normal, the linear combination b — § will also be normal. Even ife; are
not normal but have a finite variance, the linear combination b — B will have a
distribution which approaches the normal distribution as the sample size n in-
creases, according to the central limit theorem, discussed in Sec. 1.9. From (6) we
obtain the variances of b. Hence

b—B

[ (i — %)?] 20 ®)
has a standard normal distribution. If 6> is known, the statistic (8) can be used to
test hypotheses concerning f. Let the null hypothesis be f = , and the alter-
native hypothesis be # # . Let the level of significance be 5 percent. Under the
null hypothesis, the probability that the statistic (8) with 8 = 8, will be larger
than 1.96 or smaller than —1.96 is .05. If this statistic as computed from our
sample turns out to exceed 1.96 in absolute value, the null hypothesis 8 = g, will
be rejected. If the alternative hypothesis is one-sided, say § < B, the null hypoth-
esis will be rejected when the statistic (8) is smaller than —1.64 since the prob-
ability for a standard normal random variable to be smaller than this value is .05.
To construct a symmetric interval estimate or confidence interval for § with a

confidence coefficient of .95 we use inequalities

b—8
[ i = %] "%

—1,96 < < 1.96
implying
—1/2

b+ 1.96[2 (x; — 3?)2]_1/20 >B>b— 1.96[2 (x; — 33)2] ¢ )

To test the null hypothesis that 6> = 62 we use the fact that under the null
hypothesis (n — 2)s?/63 has a x*(n — 2) distribution. If this statistic exceeds an
upper critical value Cy or falls below a lower critical value C; according to the
x*(n — 2) distribution, the null hypothesis will be rejected. Similarly a confidence
interval for ¢* can be constructed by using

— 252
C,.< (n__z)_s < Cy
g
implying
m—2s*_  , (n—2s?
. "7 ¢
To test the null hypothesis § = 8, when o2 is unknown we use the statistic
b—Bo

[Zi (xi _ f)Z]— 1/2s (10)
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which is the ratio of (8) to s/o. The numerator (8) is standard normal. The
denominator s/c is the square root of a y%(n — 2) variable divided by the degrees
of freedom (n — 2). As will be shown in Chap. 2, the numerator and the denomi-
nator are statistically independent. Therefore, the ratio (10) will have Student’s ¢
distribution with n — 2 degrees of freedom. Hypothesis testing and interval esti-
mation for § can be performed using the #(n — 2) distribution for the statistic (10).
For example, the .025 upper-tail critical values for $(10) and #(20) are respectively
2.228 and 2.086, compared with 1.960 for the standard normal statistic. A y%(m)
variable is the sum of squares of m independent standard normal variables. If
x*(m) and x*(n) are independent, the ratio of y*(m)/m to y*(n)/n has an F(m, n)
distribution. An F(1, n) variable is the square of a t#(n) variable. Tables for the
normal, x%, ¢, and F distributions are provided at the end of this book.

1.5 USE OF MATRIX NOTATION

In order to study the model of multiple linear regression, where the mean of y is a
linear function of several explanatory variables, it is convenient to use matrix
notation. Let the model (1) be written as

yi=PBixip + Baxin + g i=1,...,n (11)

where we write the original « as B, and the original § as 8,, and let the ith
observation of the first independent variable x;; be equal to 1 identically so that
its coefficient f; is the intercept. Denote by y, x,, x;, and e, respectively, the
column vectors of n observations on the dependent variable, the first and the
second explanatory variables, and the random disturbance, namely,

Y1 X11 X12 €
Y2 Xa1 X22 €
y = . xl = . x2 = : € = .
Yn Xnt xn2 €,

We can write the n observations of the model (11) as
y=48x1+B1x;+¢ (12)

The vector y equals the sum of three vectors, f,x;, 8, x,, and €. When a scalar §,
multiplies a vector x,, each element of x, is multiplied by the scalar to form a
vector ff;x; as the product. When the three vectors ,x;, B, x,, and € are added,
their corresponding elements are added to form the elements of the sum, which in
our case equals the vector y. The equality sign in (12) signifies that each element
of y equals the corresponding element of the vector on the right, obtained as the
sum of the three vectors.

The inner product of a row vector and a column vector is the sum of the
products of their corresponding elements. For example, let x| be the row vector
[x11 x21 - x,] obtained by taking the transpose (indicated by a prime) of
the column vector x;, and let x, be the column vector as defined above. The



