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Preface

The field of artificial intelligence (Al for short) spans a bewildering array
of topics. Although usually thought of as part of computer science, Al
overlaps with disciplines as diverse as philosophy, linguistics, psychology,
electrical engineering, mechanical engineering, and neuroscience. It is also
quite young as scientific fields go. One result of this breadth and youth is
an atmosphere of creative excitement and pioneering. Indeed, given Al’s
relatively short history, the number of innovations that have emerged from
within AI, and their effects on neighboring disciplines, are striking.

Another outcome of this diversity and dynamism has been a lack of uni-
formity of research issues and scientific methodology. Although in general
this outcome has both positive and negative ramifications, its effect on Al
teaching has been largely negative; all too often the effect has been to sac-
rifice either breadth or depth of coverage. Teachers are hardly at fault here;
simply too much happens under the umbrella called Al for teachers to ad-
equately cover it all in a one-semester (let alone one-quarter) course. Thus
some courses emphasize the cognitive-science component of Al, some con-
centrate on knowledge representation, some on knowledge-based systems,
some on reasoning techniques, and so on. By necessity, the broader the ma-
terial covered in an introductory course, the shallower the coverage. The
best balance for an introductory AT course is still a topic for debate.

This book is not a broad introduction to Al; the book’s primary aim is to
provide a crisp introduction to the well-established algorithmic techniques
in the field. As a result, it is not particularly gentle, but instead plunges
rather directly into the details of each technique. Most importantly, the
book gives short shrift to conceptual issues, mentioning them briefly only by
way of positioning the material within the AI landscape. Questions such as

xiii



X1V Preface

“What is the nature of intelligence?”; “What does the Turing Test actually
measure?”; and “Is symbol manipulation the best framework within which
to model natural intelligence or to create an artificial one?” will remain
fascinating and outside the scope of this book.

The techniques included in the book cover general areas such as search,
rule-based systems, truth maintenance, constraint satisfaction, and uncer-
tainty management, and specific application domains such as temporal rea-
soning, machine learning, and natural language. These areas are sufficiently
diverse that I have had to omit much material. I hope that the following is
nonetheless true of the selection:

e The material is self-contained in two ways. First, I include coverage
of basic techniques, even those with which many readers are likely to
be familiar (this is true especially of the search chapter). Second, I
include (brief) summaries of required background material.

e The techniques discussed are completely demystified. Although I de-
liberately try to keep the presentation informal, the techniques are
explained clearly; sufficient details are supplied to remove ambiguity,
and details that are not essential to understanding the techniques are
omitted. When desirable and possible, I present the techniques in
stages, adding functionality or improving efficiency incrementally.

e The material is up-to-date and balanced. Since the material includes
basic techniques as well as some more advanced ones, and, since the
areas covered are quite diverse, the coverage of all areas is necessarily
partial. Nonetheless, the most influential recent techniques in each
area are included.

References for further reading, whether to achieve deeper theoretical under-
standing or to further explore the techniques discussed, are mentioned at
the end of each chapter and appear in the bibliography at the end of the
book. In addition, many of the exercises at the end of each chapter have
been designed to explore issues which are not treated in the text.

Some readers might wonder why I insist on presenting programs, rather
than simply explaining the algorithms in language-neutral terms. Indeed,
in many places the programs are preceded by high-level pseudo code. How-
ever, it is not without reason that Al practitioners have developed a healthy
skepticism of unimplemented ideas. Many of the techniques we will discuss
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are quite intricate and messy, and, in the past, many reasonable-looking
procedures turned out, upon being put to use, to have swept under the rug
some of the most important details. Interpreters and compilers help keep
one honest; if nothing else, our programs will expose the limitations of the
procedures they implement.

In selecting Prolog as the implementation language, I also hope to dispel
some misconceptions about the language. Prolog is a fun language, and
students take a quick liking to it. This makes it a good choice for pedagogical
reasons. For historical reasons, there are those in Al, especially in the United
States, who have claimed that Prolog is unsuited for implementation of all
but a narrow slice of AT techniques. As we shall see, this claim is quite false.

Prolog grew out of research in logic, and is the best-known representative
of logic programming languages. I will nevertheless say little about logic in
this book. This is particularly ironic, as much of my own research has been
concerned with the application of logic in Al. However, perhaps precisely
for this reason, I have too much respect for both Prolog and logic to be glib
about the complex relationship between them. In this book I use Prolog as
a flexible, efficient, and, yes, procedural language. Furthermore, in various
places in the book, efficiency and purity were sacrificed for the sake of clarity.
I believe that the utility and beauty of Prolog show nonetheless.

I have not included an introduction to Prolog. Excellent textbooks,
such as Clocksin and Mellish’s Programming in Prolog [7] and Sterling and
Shapiro’s The Art of Prolog [77], already exist for this purpose. A rough
criterion for the requisite Prolog knowledge is familiarity with the material
in Clocksin and Mellish’s book. Chapter 1 elaborates on the required Prolog
knowledge and introduces additional Prolog material that will be used in the
book.

This book grew out of the course notes for a class I have been teach-
ing at Stanford University, titled “Al techniques in Prolog.” I have always
started the class with a crash course in Prolog; I have found six 75-minute
lectures quite adequate, although students are offered an additional labo-
ratory section as an option. The balance of the course covers material in
this book. No single course is likely to cover the entire corpus included
here; the topics chosen will depend on the background and interests of the
audience. I have tended to divide the time roughly as follows: search (2 lec-
tures), meta-interpreters (1-2), forward chaining and production systems (1
2), truth maintenance (2), uncertainty (1), planning and temporal reason-
ing (2), learning (2), and natural language (1). This selection is appropriate
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for students who have had one course in Al or for those who have had none
but are willing to compensate by studying on their own. If less is assumed
on the part of the students, some of the advanced material must be omit-
ted. Conversely, students with more experience may need to spend less time
on some of the earlier chapters, for example those on search and forward
chaining.
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Software Availability

This book contains a substantial amount of Prolog code. The software is
obtainable in one of the following ways:

e It may be retrieved through anonymous FTP.

e It may be ordered from the publisher.

The first service is free of charge; the second entails a charge to cover the
publisher’s costs. The sections below provide additional details about each
option.

I regret that neither I nor the publisher will be able to provide soft-
ware support, whether with regard to installing the software or to running
it. However, I do welcome comments on the code and suggestions for im-
provements. Such comments should be sent only through electronic mail,
addressed to aitp@cs.stanford.edu.

A word about quality control. All the code has been debugged and tested,
but not at the level of commercial software. Accordingly, while every attempt
has been made to provide correct code, no warranty is implied. Similarly,
I have tried to make sure that the software being distributed matches the
code given in the book, but some discrepancies are inevitable.

Using anonymous FTP

The File Transfer Protocol (FTP) is a standard protocol for transferring
files over the Internet. In order to use it, you must be logged into a computer
that is hooked into the net. If you do not have access to the net, then this
method will be of no use to you. If you do have access to the Internet but
have never used FTP, get help from someone who has.

The code is available for anonymous FTP from the computer unix.sri.com.
[t resides in the directory pub/shoham; the file README in that directory ex-
plains more about the various other files, and gives advice on what to copy.

A sample FTP session initiated by a user named smith at the Internet
site dept.univ.edu might look as follows (user input in slanted font):
% ftp unix.sri.com (or ftp 128.18.10.3)
Name (unix.sri.com:smith): anonymous
331 Guest login ok, send indent as password
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Password: dept.univ.edu
230 Guest login ok, access restrictions apply
ftp> cd pub/shoham
250 CWD command successful.
ftp> Is
(1ist of files)
ftp> prompt
Interactive mode off
ftp> mget™

ftp> bye
[/

Anonymous FTP is a privilege, not a right. The site administrators at
unix.sri.com have made the system available out of the spirit of sharing,
but there are real costs associated with network connections, storage, and
processing, all of which are needed to make this sharing possible. To avoid
overloading the system, do not FTP between 7:00 a.m. and 6:00 p.m. local
(pacific) time. If you are using this book for a class, do not FTP the code
yourself; have the professor FTP it once and distribute code to the class. In
general, use common sense and be considerate: none of us want to see sites
close down because a few are abusing their privileges.

Ordering from the publisher

If you do not have access to the Internet, you may obtain the code for
a modest fee from the publisher. You may contact the publisher either by
mail or by phone:

Morgan Kaufmann Publishers, Inc.
340 Pine Street, Sixth Floor

San Francisco, CA 94104
415.392.2665

800.745.7323

When you do so, specify which of the following formats you desire:

Macintosh diskette
DOS 5.25 diskette
DOS 3.5 diskette
Unix TAR tape
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Chapter 1

On Prolog

As explained in the preface, this book includes little material on Prolog itself.
The present chapter is an exception; its purpose is threefold:

e to explain the required Prolog background;
¢ to provide a little additional Prolog material; and

e to define a small library of routine predicates that will be used later in
the book.

There exist good introductory Prolog texts, including Clocksin and Mel-
lish’s tried-and-true Programming in Prolog [7], and Sterling and Shapiro’s
more advanced The Art of Prolog [77]. Among the truly advanced texts,
O’Keefe’s The Craft of Prolog [61] stands out. The material in this book pre-
supposes a working knowledge of standard ‘Edinburgh’ Prolog. A rough cri-
terion of the required background is familiarity with the material in Clocksin
and Mellish’s book. To further help the reader gauge his/her! preparedness,
the next section provides a checklist of concepts and built-in predicates that
the reader is expected to know.

The section following that introduces some additional Prolog material
that a reader might have missed in previous exposure to Prolog. Some of
the material, such as that on lists and all-solutions predicates, is likely to

'From here on I will use the generic masculine form, intending no bias.

1



