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Foreword

The Japan-US Joint Seminar on Discrete Algorithms and Complexity
Theory was held 4 - 6 June, 1986, in Kyoto, Japan. It was jointly organized by
A. Nozaki and H.S. Wilf and generously sponsored by the Japan Society for
Promotion of Sciences and the U.S. National Science Foundation. Thirty-
three of the participants were invited to give talks. This volume contains most
of the papers presented there.

Some papers describe the state of the art in specific fields, some explore new
problems, and others present new results that will soon appear in more detailed
form in scientific journals. We expect that the reader will come away from this
volume with a better understanding of and insight into Discrete Algorithms and
Complexity.

The editors wish to thank all delegates; their efforts made the seminar stimu-
lating and fruitful. Especially we would like to express our gratitude to the
executive committee of the Seminar: Takao Asano, Tetsuo Asano, Kazuo
Iwama, Shigeki Iwata, Takumi Kasai and Hajime Machida. Finally, we would
like to thank the staff of Academic Press Boston for their cooperation in pro-
ducing this volume.

David S. Johnson
Takao Nishizeki
Akihiro Nozaki
Herbert S. Wilf
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An Upper Bound on the Expected Cost
of an Optimal Assignment

Richard M. Karpt

Computer Science Division

University of California,
Berkeley, California 94720

Introduction

An instance of the n X n
assignment  problem (AP) s
specified by a n Xn matrix (c;;) of
real numbers. The problem is to

find a permutation that minimizes

When n is fixed and the c;; are

drawn independently from the uni-

form distribution over [0,1], A*

becomes a random variable. Com-
putational experiments indicate
that, when n > 100, E[A*] is close
to 1.6. Lazarus [1979] shows that

1

E[A*]zl+ —+Ol = 1.37,
e n

and Walkup [1979] shows that

tResearch supported by NSF Grant MCS-8105217

DISCRETE ALGORITHMS AND
COMPLEXITY

E[A*] <3 for all n. Our main

result is
Theorem 1. For all
n, E[A%] < 2.

A Regularity Condition

Call the matrix (c;) regular if
no two distinct subsets of its ele-
ments have the same sum. This
implies in particular that the
optimal assignment ¢ is unique.
Under the stated assumptions about
the probability distribution of the
the matrix (c,;) is regular with

Cyj

probability 1.  Throughout the
paper we restrict attention to regu-

lar instances of the AP.

Copyright © 1987 by Academic Press, Inc.
All rights of reproduction in any form reserved.

ISBN 0-12-386870-X



The Transportation Problem and

its Dual

The proof of Theorem 1 is based
on well-known properties of the fol-
lowing dual pair of linear program-

ming problems ([1]).

PRIMAL DUAL
m m. n
min Z Z cyj xjj max 2 au; + Z b,v,
i=1,=1 i=it j=1
subject to subject to
x; 20 ¢, —u —v, =20
1,2,..,m i=12..m
ji=12,.,n J=12,..,n.
I; =@ i =12..m

j}xu =b, j =120

Here the @; and b; are nonne-

gative real numbers satisfying

g: a; = i b;. The AP is the spe-
i=1 i=1

cial case in which m = n and all q,
and b; are equal to 1. In this spe-
cial case the primal and dual have
A" as their common optimal value.
Also, every basic feasible solution to
the primal has all x;; equal to 0 or
1; for every such basic feasible solu-
tion there is a permutation o of
{1,2,..,n} such that x, =1 and

only if j = o (i).

R.M. Karp

In general, the basic solutions
of the primal and dual can be
characterized in graph-theoretic
terms. Let G be the complete
bipartite graph with vertex set
51,8952t U {t1,t0,..tp}
and edge set
{{s;, tj},i =12,...m,j = 12,..,n}
Let T be the edge set of a spanning
tree of G. There is a unique solu-
tion of the primal satisfying: if
{s;, tj} £T then x;; = 0. There is a
unique solution of the dual satisfy-

ing: u; = 0 and if {s,, ¢;} €T then

—u; —v; = 0. The solutions

C; j

4]
obtained in this way from spanning
trees of G are the basic solutions of
the primal and dual. Call T feasi-
ble if the associated basic solution of
the primal satisfies x;; = 0 for all :
and j; call T dual feasible if the
associated basic solution of the dual
satisfies ¢;; — w, — v, = 0 for all .
and j. If T is both feasible and
dual feasible we say that T is
optimal; in this case the basic solu-

tions associated with T are optimal
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for the primal and dual respec-

tively.

In the special case of the AP
there are in general many optimal
spanning trees of G. If the AP
satisfies our regularity hypothesis
there is a wunique optimal tree
which remains feasible when the q;
and b; are perturbed by setting
a;=1+ne i =1, i =2,.,n
and b, =1+ ¢ j =12,.,n. Let
us call this unique tree the canoni-

cal optimal tree.

Proof of Theorem 1:  Each regular
instance (c;;) of the AP determines
a 3-tuple <T,u,v>. Here T is
the canonical optimal tree and the
n-vectors u = (uq, ug,...,u,,) and
v = (v, vy,...,,v,) are the associated
optimal solution of the dual; call
this 3-tuple the optimality data for

(c;,).

7]

Now assume that the ¢, are

drawn independently from the uni-
form distribution over [0,1]. Define

the following two random variables
. 1 1
is therefore — + —

erefo 2 5

max(0, u; + vj). Hence,

over the sample space of instances

(Cij)i

M=

X =

n
cij
i =1

Il

Ly
and Y = <T, u, v>, the optimal-
ity data for (c;). The proof of
Theorem 1 will emerge from con-

sideration of the identity

EIX]=EI[EIX|Y]l

2
Clearly E[X]:n?, since the

expected value of each ¢ is % Let

E[X|Y], where

Y = <T,u,v> is fixed. The

us compute

matrices from our sample space
having <T,u,v> as optimality

data are precisely those satisfying

C'_U,'_U':O,

{s,, tJ,} ET
{s;, tj} €T

¢ —u —v;, =0

The a priori distribution of each ¢
is uniform over [0,1]. The a pos-

teriort distribution of ¢ given

y

<T,u,v> 13 uniform over

[max(0, u, + v,), 1], and its condi-
tional expectation given <T, u, v >
O

Dyer, Frieze and McDiarmid

(1984) have recently used the proof



n n
ELY X c;|<T,u,v>]
i=1j=1

= 2

{si,t,}€T

(ui + U])

1
+ 3 (é + 5 max(0, u; + v))).
{sit,} €T
Noting that u; + v; = ¢;; = 0 when
{sis tj}€ T,

max (0, u; + vj) = u; + v;

n 1] *
2 U; #+ 2 Uj =A 5 we
i=1 Jj=1

that

and

that

obtain
n n

E[Y Deyl<T,u,v>12
i=1j=1

> 1% + L+ )
is t J€T 2 2

:%22(“,+uﬂ+"2_;22”L1

t=1y =1

o

712 —

= B 4P 4. B Bl

no

Applying E[X] = E[E[X|Y]] we

obtain

, .

RT LR opia* T —2n 41
5 = 5 ElAT] 5 :
giving E[A*] = zin_—l <2

R.M. Karp

technique introduced in this paper
to obtain a broad generalization of

Theorem 1.

Acknowledgement

Thanks to Colin McDiarmid for
suggesting a major simplification in

the proof.
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The Principal Partition of Vertex-Weighted Graphs

and Its Applications

Takao Ozawa
Department of Electrical Engineering
Kyoto University

Kyoto 606, Japan

Yoji Kajitani and Shuichi Ueno
Department of Electrical and Electronic Engineering
Tokyo Institute of Technology

Tokyo 152, Japan

Abstract The principal partition of vertex-weighted graphs is utilized
to solve certain assignment problems or flow problems which are formulat-
ed using such graphs. The well-known labeling algorithm or labyrinth
algorithm for augmenting flows is used to find the principal partition
and to solve the first three problems. The fourth problem which is
originated from a routing problem in three-dimensional integrated cir-
cuits, requires, 1in addition to the flow augmentation step, a step of

finding an optimal flow assignment for a part of the graph.

1. Introduction.

The principal partition introduced by Kishi and Kajitani is a
partition of a graph into three parts satisfying certain minimality
DISCRETE ALGORITHMS AND Copyright © 1987 by Academic Press, Inc.

COMPLEXITY 5 All rights of reproduction in any form reserved.
ISBN 0-12-386870-X



