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PREFACE

This textbook has evolved from EECS 100, the first computing course for computer science,
computer engineering, and electrical engineering majors at the University of Michigan, that
Kevin Compton and the first author introduced for the first time in the fall term, 1995.

EECS 100 happened because Computer Science and Engineering faculty had been dissat-
isfied for many years with the lack of student comprehension of some very basic concepts. For
example, students had a lot of trouble with pointer variables. Recursion seemed to be “magic,”
beyond understanding.

We decided in 1993 that the conventional wisdom of starting with a high-level program-
ming language, which was the way we (and most universities) were doing it, had its short-
comings. We decided that the reason students were not getting it was that they were forced to
memorize technical details when they did not understand the basic underpinnings.

The resultis the bottom-up approach taken in this book. We treat (in order) MOS transistors
(very briefly, long enough for students to grasp their global switch-level behavior), logic gates,
latches, logic structures (MUX, Decoder, Adder, gated latches), finally culminating in an
implementation of memory. From there, we move on to the Von Neumann model of execution,
then a simple computer (the LC-2), machine language programming of the LC-2, assembly
language programming of the LC-2, the high level language C, recursion, pointers, arrays, and
finally some elementary data structures.

‘We do not endorse today’s popular information hiding approach when it comes to learning.
Information hiding is a useful productivity enhancement technique after one understands what
is going on. But until one gets to that point, we insist that information hiding gets in the way of
understanding. Thus, we continually build on what has gone before, so that nothing is magic,
and everything can be tied to the foundation that has already been laid.

We should point out that we do not disagree with the notion of top-down design. On
the contrary, we believe strongly that top-down design is correct design. But there is a clear
difference between how one approaches a design problem (after one understands the underlying
building blocks), and what it takes to get to the point where one does understand the building
blocks. In short, we believe in top-down design, but bottom-up learning for understanding.

WHAT IS IN THE BOOK

The book breaks down into two major segments, a) the underlying structure of a computer, as
manifested in the LC-2; and b) programming in a high level language, in our case C.

The LC-2

We start with the underpinnings that are needed to understand the workings of a real computer.
Chapter 2 introduces the bit and arithmetic and logical operations on bits. Then we begin to
build the structure needed to understand the LC-2. Chapter 3 takes the student from MOS
transistor, step by step, to a real memory. Our real memory consists of 4 words of 3 bits each,
rather than 64 megabytes. The picture fits on a single page (Figure 3.20), making it easy for a
student to grasp. By the time the students get there, they have been exposed to all the elements
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that make memory work. Chapter 4 introduces the Von Neumann execution model, as a lead-in
to Chapter 5, the LC-2.

The LC-2 is a 16-bit architecture that includes physical I/O via keyboard and monitor;
TRAPs to the operating system for handling service calls; conditional branches on N, Z, and
P condition codes; a subroutine call/return mechanism; a minimal set of operate instructions
(ADD, AND, and NOT); and various addressing modes for loads and stores (direct, indirect,
base+offset, and an immediate mode for loading effective addresses).

Chapter 6 is devoted to programming methodology (stepwise refinement) and debugging,
and Chapter 7 is an introduction to assembly language programming. We have developed a
simulator and an assembler for the LC-2. Actually, we have developed two simulators, one that
runs on Windows platforms and one that runs on UNIX. The Windows simulator is available
on the website and on the CD-ROM. Students who would rather use the UNIX version can
download and install the software from the web at no charge.

Students use the simulator to test and debug programs written in LC-2 machine language
and in LC-2 assembly language. The simulator allows on-line debugging (deposit, examine,
single-step, set breakpoint, and so on). The simulator can be used for simple LC-2 machine
language and assembly language programming assignments, which are essential for students
to master the concepts presented throughout the first 10 chapters.

Assembly language is taught, but not to train expert assembly language programmers.
Indeed, if the purpose was to train assembly language programmers, the material would be
presented in an upper-level course, not in an introductory course for freshmen. Rather, the
material is presented in Chapter 7 because it is consistent with the paradigm of the book. In our
bottom-up approach, by the time the student reaches Chapter 7, he/she can handle the process
of transforming assembly language programs to sequences of Os and 1s. We go through the
process of assembly step-by-step for a very simple LC-2 Assembler. By hand assembling, the
student (at a very small additional cost in time) reinforces the important fundamental concept
of translation.

It is also the case that assembly language provides a user-friendly notation to describe
machine instructions, something that is particularly useful for the second half of the book.
Starting in Chapter 11, when we teach the semantics of C statements, it is far easier for the
reader to deal with ADD R1, R2, R3 than with 0001001010000011.

Chapter 8 deals with physical input (from a keyboard) and output (to a monitor). Chapter
9 deals with TRAPs to the operating system, and subroutine calls and returns. Students study
the operating system routines (written in LC-2 code) for carrying out physical I/O invoked by
the TRAP instruction.

The first half of the book concludes with Chapter 10, a treatment of stacks and data
conversion at the LC-2 level, and a comprehensive example that makes use of both. The
example is the simulation of a calculator, which is implemented by a main program and 11
subroutines.

The Language C

From there, we move on to C. The C programming language occupies the second half of the
book. By the time the student gets to C, he/she has an understanding of the layers below.

The C programming language fits very nicely with our bottom-up approach. Its low-
level nature allows students to see clearly the connection between software and the underlying
hardware. In this book we focus on basic concepts such as control structures, functions, and
arrays. Once basic programming concepts are mastered, it is a short step for students to learn
more advanced concepts such as objects and abstraction.
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Each time a new construct in C is introduced, the student is shown the LC-2 code that
a compiler would produce. We cover the basic constructs of C (variables, operators, control,
functions), pointers, recursion, arrays, structures, I/O, complex data structures, and dynamic
allocation.

Chapter 11 is a gentle introduction to high-level programming languages. At this point,
students have dealt heavily with assembly language and can understand the motivation behind
what high-level programming languages provide. Chapter 11 also contains a simple C program,
which we use to kick-start the process of learning C.

Chapter 12 deals with values, variables, constants, and operators. Chapter 13 introduces
C control structures. We provide many complete program examples to give students a sample
of how each of these concepts are used in practice. LC-2 code is used to demonstrate how each
C construct affects the machine at the lower levels.

In Chapter 14, students are exposed to techniques for debugging high-level source code.
Chapter 15 introduces functions in C. Students are not merely exposed to the syntax of functions.
Rather they learn how functions are actually executed using a run-time stack. A number of
examples are provided.

Chapter 16 teaches recursion, using the student’s newly gained knowledge of functions,
activation records, and the run-time stack. Chapter 17 teaches pointers and arrays, relying
heavily on the students’ understanding of how memory is organized. Chapter 18 introduces
the details of I/O functions in C, in particular, streams, variable length argument lists, and
how C I/O is affected by the various format specifications. This chapter relies on the student’s
earlier exposure to physical I/O in Chapter 8. Chapter 19 concludes the coverage of C with
structures, dynamic memory allocation, and linked lists.

Along the way, we have tried to emphasize good programming style and coding method-
ology by means of examples. Novice programmers probably learn at least as much from the
programming examples they read as from the rules they are forced to study. Insights that
accompany these examples are highlighted by means of lightbulb icons that are included in the
margins.

We have found that the concept of pointer variables (Chapter 17) is not at all a problem.
By the time students encounter it, they have a good understanding of what memory is all about,
since they have analyzed the logic design of a small memory (Chapter 3). They know the
difference, for example, between a memory location’s address and the data stored there.

Recursion ceases to be magic since, by the time a student gets to that point (Chapter
16), he/she has already encountered all the underpinnings. Students understand how stacks
work at the machine level (Chapter 10), and they understand the call/return mechanism from
their LC-2 machine language programming experience, and the need for linkages between a
called program and the return to the caller (Chapter 9). From this foundation, it is not a large
step to explain functions by introducing run-time activation records (Chapter 15), with a lot
of the mystery about argument passing, dynamic declarations, and so on, going away. Since a
function can call a function, it is one additional small step (certainly no magic involved) for a
function to call itself.

How to Use this Book

We have discovered over the past two years that there are many ways the material in this book
can be presented in class effectively. We suggest six presentations below.

1. The Michigan model. First course, no formal prerequisites. Very intensive, this course
covers the entire book. We have found that with talented, very highly motivated students,
this works best.
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2. Normal usage. First course, no prerequisites. This course is also intensive, although less
so. It covers most of the book, leaving out Sections 10.3 and 10.4 of Chapter 10, Chapters
16 (recursion), 18 (the details of C I/O), and 19 (data structures).

3. Second course. Several schools have successfully used the book in their second course,
after the students have been exposed to programming with an object-oriented programming
language in amilder first course. In this second course, the entire book is covered, spending
the first two-thirds of the semester on the first 10 chapters, and the last one-third of the
semester on the second half of the book. The second half of the book can move more
quickly, given that it follows both Chapter 1-10 and the introductory programming course,
which the student has already taken. Since students have experience with programming,
lengthier programming projects can be assigned. This model allows students who were
introduced to programming via an object-oriented language to pick up C, which they
will certainly need if they plan to go on to advanced software courses such as operating
systems.

4. Two quarters. An excellent use of the book. No prerequisites, the entire book can be
covered easily in two quarters, the first quarter for Chapters 1-10, the second quarter for
Chapters 11-19.

5.. Two semesters. Perhaps the optimal use of the book. A two-semester sequence for
freshmen. No formal prerequisites. First semester, Chapters 1-10, with supplemental
material from Appendix C, the Microarchitecture of the LC-2. Second semester, Chapters
11-19 with additional substantial programming projects so that the students can solidify
the concepts they learn in lectures.

6. A sophomore course in computer hardware. Some universities have found the book useful
for a sophomore level breadth-first survey of computer hardware. They wish to introduce
students in one semester to number systems, digital logic, computer organization, machine
language and assembly language programming, finishing up with the material on stacks,
activation records, recursion, and linked lists. The ideais to tie the hardware knowledge the
students have acquired in the first part of the course to some of the harder to understand
concepts that they struggled with in their freshman programming course. We strongly
believe the better paradigm is to study the material in this book before tackling an object-
oriented language. Nonetheless, we have seen this approach used successfully, where the
sophomore student gets to understand the concepts in this course, after struggling with
them during the freshman year.

Some Observations

Understanding, not Memorizing  Since the course builds from the bottom up, we have found
that less memorization of seemingly arbitrary rules is required than in traditional programming
courses. Students understand that the rules make sense since by the time a topic is taught, they
have an awareness of how that topic is implemented at the levels below it. This approach is
good preparation for later courses in design, where understanding of and insights gained from
fundamental underpinnings is essential to making the required design tradeoffs.

The Student Debugs the Student’s Program  We hear complaints from industry all the time
about CS graduates not being able to program. Part of the problem is the helpful teaching
assistant, who contributes far too much of the intellectual component of the student’s program,
so the student never has to really master the art. Our approach is to push the student to do the
job without the teaching assistant (TA). Part of this comes from the bottom-up approach where
memorizing is minimized and the student builds on what he/she already knows. Part of this is
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the simulator, which the student uses from day one. The student is taught debugging from the
beginning and is required to use the debugging tools of the simulator to get his/her programs
to work from the very beginning. The combination of the simulator and the order in which the
subject material is taught results in students actually debugging their own programs instead of
taking their programs to the TA for help . .. and the common result that the TAs end up writing

the programs for the students.

Preparation for the Future: Cutting Through Protective Layers In today’s real world,
professionals who use computers in systems but remain ignorant of what is going on underneath
are likely to discover the hard way that the effectiveness of their solutions is impacted adversely
by things other than the actual programs they write. This is true for the sophisticated computer
programmer as well as the sophisticated engineer.

Serious programmers will write more efficient code if they understand what is going
on beyond the statements in their high-level language. Engineers, and not just computer
engineers, are having to interact with their computer systems today more and more at the
device or pin level. In systems where the computer is being used to sample data from some
metering device such as a weather meter or feedback control system, the engineer needs to
know more than just how to program in FORTRAN. This is true of mechanical, chemical,
and aeronautical engineers today, not just electrical engineers. Consequently, the high-level
programming language course, where the compiler protects the student from everything “ugly”
underneath, does not serve most engineering students well, and certainly does not prepare them
for the future.

Rippling Effects Through the Curriculum The material of this text clearly has a rippling
effect on what can be taught in subsequent courses. Subsequent programming courses can
not only assume the students know the syntax of C but also understand how it relates to
the underlying architecture. Consequently, the focus can be on problem solving and more
sophisticated data structures. On the hardware side, a similar effect is seen in courses in digital
logic design and in computer organization. Students start the logic design course with an
appreciation of what the logic circuits they master are good for. In the computer organization
course, the starting point is much further along than when students are seeing the term Program
Counter for the first time. Feedback from Michigan faculty members in the follow-on courses
have noticed substantial improvement in student’s comprehension, compared to what they saw
before students took EECS 100.
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Welcome Aboard

1.1 WHAT WE WILL TRY TO DO

Welcome to “From Bits and Gates to C and Beyond.” Our intent is to introduce you
over the next 515 pages to the world of computing. As we do so, we have one objective
above all others: to show you very clearly that there is no magic to computing. The
computer is a deterministic system—every time we hit it over the head in the same
way and in the same place (provided, of course, it was in the same starting condition),
we get the same response. The computer is not an electronic genius; on the contrary,
if anything, it is an electronic idiot, doing exactly what we tell it to do. It has no mind
of its own.

What appears to be a very complex organism is really just a huge, systematically
interconnected collection of very simple parts. Our job throughout this book is to
introduce you to those very simple parts, and, step-by-step, build the interconnected
structure that you know by the name computer. Like a house, we will start at the
bottom, construct the foundation first, and then go on to add layers and layers, as
we get closer and closer to what most people know as a full-blown computer. Each
time we add a layer, we will explain what we are doing, tying the new ideas to the
underlying fabric. Our goal is that when we are done, you will be able to write
programs in a computer language such as C, using the sophisticated features of that
language, and understand what is going on underneath, inside the computer.
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1.2 HOW WE WILL GET THERE

We will start (in Chapter 2) by noting that the computer is a piece of electronic
equipment and, as such, consists of electronic parts interconnected by wires. Every
wire in the computer, at every moment in time, is either at a high voltage or a low
voltage. We do not differentiate exactly how high. For example, we do not distinguish
voltages of 115 volts from voltages of 118 volts. We only care whether there is or
whether there is not a large voltage relative to 0 volts. That absence or presence of a
large voltage relative to O volts is represented as O or 1.

We will encode all information as sequences of Os and 1s. For example, one
encoding of the letter a that is commonly used is the sequence 01100001. One
encoding of the decimal number 35 is the sequence 00100011. We will see how to
perform operations on such encoded information.

Once we are comfortable with information represented as codes made up of Os and
1s and operations (addition, for example) being performed on these representations,
we will begin the process of showing how a computer works. In Chapter 3, we will
see how the transistors that make up today’s microprocessors work. We will further
see how those transistors are combined into larger structures that perform operations,
such as addition, and into structures that allow us to save information for later use. In
Chapter 4, we will combine these larger structures into the Von Neumann machine,
a basic model that describes how a computer works. In Chapter S, we will begin to
study a simple computer, the LC-2. LC-2 stands for Little Computer 2; we started
with LC-1 but needed a second chance before we got it right! The LC-2 has all the
important characteristics of the microprocessors that you may have already heard of,
for example, the Intel 8088, which was used in the first IBM PCs back in 1981. Or the
Motorola 68000, which was used in the Macintosh, vintage 1984. Or the Pentium III,
one of the high-performance microprocessors of choice in the PC of the year 2000.
That is, the LC-2 has all the important characteristics of these “real” microprocessors,
without being so complicated that it gets in the way of your understanding.

Once we understand how the LC-2 works, the next step is to program it, first
in its own language (Chapter 6), then in a language called assembly language that
is a little bit easier for humans to work with (Chapter 7). Chapter 8 deals with the
problem of getting information into (input) and out of (output) the LC-2. Chapter 9
covers two sophisticated LC-2 mechanisms, TRAPs and subroutines.

We conclude our introduction to programming the LC-2 in Chapter 10 by first
introducing two important concepts (stacks and data conversion), and then by showing
a sophisticated example: an LC-2 program that carries out the work of a handheld
calculator.

In the second half of the book (Chapters 11-19), we turn our attention to a high-
level programming language, C. We include many aspects of C that are usually not
dealt with in an introductory textbook. In almost all cases, we try to tie high-level C
constructs to the underlying LC-2, so that you will understand what you demand of
the computer when you use a particular construct in a C program.
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Our treatment of C starts with basic topics such as variables and operators (Chap-
ter 12), control structures (Chapter 13), and functions (Chapter 14). We then move
on to the more advanced topics of debugging C programs (Chapter 15), recursion
(Chapter 16), and pointers and arrays (Chapter 17).

We conclude our introduction to C by examining two very common high-level
constructs, input/output in C (Chapter 18) and the linked list (Chapter 19).

1.3 A COMPUTER SYSTEM

We have used the word computer many times in the preceding paragraphs, and al-
though we did not say so explicitly, we used it to mean a mechanism that does two
things: It directs the processing of information and it performs the actual processing
of information. It does both these things in response to a computer program. When
we say “directing the processing of information,” we mean figuring out which task
should get carried out next. When we say “performing the actual processing,” we
mean doing the actual additions, multiplications, and so forth that are necessary to
get the job done. A more precise term for this mechanism is a central processing unit
(cpu), or simply a processor. This textbook is primarily about the processor and the
programs that are executed by the processor.

Twenty years ago, the processor was constructed out of ten or more 18-inch
electronic boards, each containing 50 or more electronic parts known as integrated
circuit packages (see Figure 1.1). Today, a processor usually consists of a single
microprocessor chip, built on a piece of silicon material, measuring less than an inch
square, and containing many millions of transistors (see Figure 1.2).

However, when most people use the word computer, they usually mean more
than the processor. They usually mean the collection of parts that in combination
form their “computer system” (see Figure 1.3). A computer system usually includes,
in addition to the processor, a keyboard for typing commands, a mouse for clicking
on menu entries, a monitor for displaying information that the computer system
has produced, a printer for obtaining paper copies of that information, memory for
temporarily storing information, disks and CD-ROMs of one sort or another for storing
information for a very long time, even after the computer has been turned off, and the
collection of programs (the software) that the user wishes to execute.

These additional items are useful to help the computer user do his/her job. With-
out a printer, for example, the user would have to copy by hand what is displayed on
the monitor. Without a mouse, the user would have to type each command, rather
than simply click on the mouse button.

So, as we begin our journey which focuses on how we get less than 1 square inch
of silicon to do our bidding, we note that the computer systems we use contain a lot
of other components to make our life more comfortable.
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Figure 1.3 A personal computer. (Courtesy of Dell Computer.)

1.4 TWO VERY IMPORTANT IDEAS

Before we leave this first chapter, there are two very important ideas that we would
like you to understand, ideas that are at the core of what computing is all about.

IDEA 1: All computers (the biggest and the smallest, the fastest and the slowest,
the most expensive and the cheapest) are capable of computing exactly the same
things if they are given enough time and enough memory. That is, anything a
fast computer can do, a slow computer can do also. The slow computer just does
it more slowly. A more expensive computer cannot figure out something that a
cheaper computer is unable fo figure out as long as the cheap computer can
access enougﬁ memory. (You may have to go to the store to buy disks whenever it
runs out of memory in order to keep increasing memory.) All computers are able
to do exactly the same things. Some computers can do things faster, but none can
do more than any other.

IDEA 2: We describe our problems in English or some other language spoken
by people. Yet the problems are solved by electrons running around inside the
computer. It is necessary to transform our problem from the language of humans
to the voltages that influence the flow of electrons. This transformation is really
a sequence of systematic transformations, developed and improved over the last
50 years, which combine to give the computer the ability to carry out what ap-
pears to be some very complicated tasks. In redlity, these tasks are simple and
straightforward.

The rest of this chapter is devoted to discussing these two ideas.



