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In this book, we provide an array of topics in probability and statistics that
are applied to problems in finance. For example, there are applications
to portfolio management, asset pricing, risk management, and credit risk
modeling. Not only do we cover the basics found in a typical introductory
book in probability and statistics, but we also provide unique coverage of
several topics that are of special interest to finance students and finance
professionals. Examples are coverage of probability distributions that deal
with extreme events and statistical measures, which are particularly useful
for portfolio managers and risk managers concerned with extreme events.
The book is divided into four parts. The six chapters in Part One cover
descriptive statistics: the different methods for gathering data and present-
ing them in a more succinct way while still being as informative as possible.
The basics of probability theory are covered in the nine chapters in Part
Two. After describing the basic concepts of probability, we explain the dif-
ferent types of probability distributions (discrete and continuous), specific
types of probability distributions, parameters of a probability distribution,
joint probability distributions, conditional probability distributions, and
dependence measures for two random variables. Part Three covers statisti-
cal inference: the method of drawing information from sample data about
unknown parameters of the population from which the sample was drawn.
The three chapters in Part Three deal with point estimates of a parameter,
confidence intervals of a parameter, and testing hypotheses about the esti-
mates of a parameter. In the last part of the book, Part Four, we provide
coverage of the most widely used statistical tool in finance: multivariate
regression analysis. In the first of the three chapters in this part, we begin
with the assumptions of the multivariate regression model, how to estimate
the parameters of the model, and then explain diagnostic checks to evaluate
the quality of the estimates. After these basics are provided, we then focus
on the design and the building process of multivariate regression models
and finally on how to deal with violations of the assumptions of the model.
There are also four appendixes. Important mathematical functions and
their features that are needed primarily in the context of Part Two of this
book are covered in Appendix A. In Appendix B we explain the basics of
matrix operations and concepts needed to aid in understanding the presen-
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tation in Part Four. The construction of the binomial and multinomial coef-
ficients used in some discrete probability distributions and an application of
the log-normally distributed stock price to derive the price of a certain type
of option are provided in Appendix C and D, respectively.

We would like to thank Biliana Bagasheva for her coauthorship of
Chapter 15 (Conditional Probability and Bayes’ Rule). Anna Serbinenko
provided helpful comments on several chapters of the book.

The following students reviewed various chapters and provided us
with helpful comments: Kameliya Minova, Diana Trinh, Lindsay Morriss,
Marwan EIChamaa, Jens Biirgin, Paul Jana, and Haike Dogendorf,

We also thank Megan Orem for her patience in typesetting this book
and giving us the flexibility to significantly restructure the chapters in this
book over the past three years.

Svetlozar T. Rachev
Markus Héchstotter
Frank J. Fabozzi
Sergio M. Focardi
April 2010
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Introduction

t is no surprise that the natural sciences (chemistry, physics, life sciences/

biology, astronomy, earth science, and environmental science) and engi-
neering are fields that rely on advanced quantitative methods. One of the
toolsets used by professionals in these fields is from the branch of math-
ematics known as probability and statistics. The social sciences, such as
psychology, sociology, political science, and economics, use probability and
statistics to varying degrees.

There are branches within each field of the natural sciences and social
sciences that utilize probability and statistics more than others. Specialists
in these areas not only apply the tools of probability and statistics, but they
have also contributed to the field of statistics by developing techniques to
organize, analyze, and test data. Let’s look at examples from physics and
engineering (the study of natural phenomena in terms of basic laws and
physical quantities and the design of physical artifacts) and biology (the
study of living organisms) in the natural sciences, and psychology (the study
of the human mind) and economics (the study of production, resource allo-
cation, and consumption of goods and services) in the social sciences.

Statistical physics is the branch of physics that applies probability and
statistics for handling problems involving large populations of particles. One
of the first areas of application was the explanation of thermodynamics laws
in terms of statistical mechanics. It was an extraordinary scientific achieve-
ment with far-reaching consequences. In the field of engineering, the analysis
of risk, be it natural or industrial, is another area that makes use of statistical
methods. This discipline has contributed important innovations especially in
the study of rare extreme events. The engineering of electronic communica-
tions applied statistical methods early, contributing to the development of
fields such as queue theory (used in communication switching systems) and
introduced the fundamental innovation of measuring information.

Biostatistics and biomathematics within the field of biology include
many areas of great scientific interest such as public health, epidemiology,
demography, and genetics, in addition to designing biological experiments
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(such as clinical experiments in medicine) and analyzing the results of those
experiments. The study of the dynamics of populations and the study of
evolutionary phenomena are two important fields in biomathematics. Biom-
etry and biometrics apply statistical methods to identify quantities that
characterize living objects.

Psychometrics, a branch of psychology, is concerned with designing
tests and analyzing the results of those tests in an attempt to measure or
quantify some human characteristic. Psychometrics has its origins in person-
ality testing, intelligence testing, and vocational testing, but is now applied
to measuring attitudes and beliefs and health-related tests.

Econometrics is the branch of economics that draws heavily on statis-
tics for testing and analyzing economic relationships. Within econometrics,
there are theoretical econometricians who analyze statistical properties of
estimators of models. Several recipients of the Nobel Prize in Economic Sci-
ences received the award as a result of their lifetime contribution to this
branch of economics. To appreciate the importance of econometrics to the
discipline of economics, when the first Nobel Prize in Economic Sciences
was awarded in 1969, the corecipients were two econometricians, Jan Tin-
bergen and Ragnar Frisch (who is credited for first using the term econo-
metrics in the sense that it is known today). Further specialization within
econometrics, and the area that directly relates to this book, is financial
econometrics. As Jianqing Fan (2004) writes, financial econometrics

uses statistical techniques and economic theory to address a variety
of problems from finance. These include building financial models,
estimation and inferences of financial models, volatility estimation,
risk management, testing financial economics theory, capital asset
pricing, derivative pricing, portfolio allocation, risk-adjusted returns,
simulating financial systems, hedging strategies, among others.

Robert Engle and Clive Granger, two econometricians who shared the 2003
Nobel Prize in Economics Sciences, have contributed greatly to the field of
financial econometrics.

Historically, the core probability and statistics course offered at the uni-
versity level to undergraduates has covered the fundamental principles and
applied these principles across a wide variety of fields in the natural sciences
and social sciences. Universities typically offered specialized courses within
these fields to accommodate students who sought more focused applica-
tions. The exceptions were the schools of business administration that
early on provided a course in probability and statistics with applications to
business decision making. The applications cut across finance, marketing,
management, and accounting. However, today, each of these areas in busi-
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ness requires specialized tools for dealing with real-world problems in their
respective disciplines.

This brings us to the focus of this book. Finance is an area that relies
heavily on probability and statistics. The quotation above by Jianqing Fan
basically covers the wide range of applications within finance and identifies
some of the unique applications. Two examples may help make this clear.
First, in standard books on statistics, there is coverage of what one might
refer to as “probability distributions with appealing properties.” A distri-
bution called the “normal distribution,” referred to in the popular press
as a “bell-shaped curve,” is an example. Considerable space is devoted to
this distribution and its application in standard textbooks. Yet, the over-
whelming historical evidence suggests that real-world financial data com-
monly used in financial applications are not normally distributed. Instead,
more focus should be on distributions that deal with extreme events, or, in
other words, what are known as the “tails” of a distribution. In fact, many
market commentators and regulators view the failure of financial institu-
tions and major players in the financial markets to understand non-normal
distributions as a major reason for the recent financial debacles through-
out the world. This is one of the reasons that, in certain areas in finance,
extreme event distributions (which draw from extreme value theory) have
supplanted the normal distribution as the focus of attention. The recent
financial crisis has clearly demonstrated that because of the highly leveraged
position (i.e., large amount of borrowing relative to the value of equity) of
financial institutions throughout the world, these entities are very sensitive
to extreme events. This means that the management of these financial insti-
tutions must be aware of the nature of the tails of distributions, that is, the
probability associated with extreme events.

As a second example, the statistical measure of correlation that measures
a certain type of association between two random variables may make sense
when the two random variables are normally distributed. However, correla-
tion may be inadequate in describing the link between two random variables
when a portfolio manager or risk manager is concerned with extreme events
that can have disastrous outcomes for a pottfolio or a financial institution.
Typically models that are correlation based will underestimate the likelihood
of extreme events occurring simultaneously. Alternative statistical measures
that would be more helpful, the copula measure and the tail dependence, are
typically not discussed in probability and statistics books.

It is safe to say that the global financial system has been transformed
since the mid-1970s due to the development of models that can be used
to value derivative instruments. Complex derivative instruments such as
options, caps, floors, and swaptions can only be valued (i.e., priced) using
tools from probability and statistical theory. While the model for such pric-



