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Preface

Medical Biostatistics & Epidemiology: Examination & Board Review grew out of
my intense love of teaching and my commitment to students, as well as to faculty
who work diligently to teach biostatistics & epidemiology. It (1) covers many
important concepts tested on the United States Licensing Examinations (USMLE)
and provides a structured review for individuals preparing for these examinations;
(2) presents a sound treatment of basic biostatistics and epidemiology that is highly
accessible, even to readers who have not had a basic biostatistics course; (3)
addresses the fundamental statistical and epidemiological concepts necessary to
read and evaluate much of published medical literature; (4) serves as a resource
for students, clinicians, and other health care professionals who would like to
refresh their memory about basic statistical or epidemiological concepts or learn
about a concept unfamiliar to them; and (5) can be used as a textbook for introduc-
tory medical statistics and epidemiology, with little or no supplementation by the
instructor.

The key features of this book include the following:

® Each chapter begins with a clinical example that introduces statistical and epi-
demiological concepts.

® Objectives in each chapter help readers identify key concepts and reach key
instructional goals.

® Clinical examples are used extensively to highlight the application and interpreta-
tion of statistical and epidemiological concepts.

® Many chapters conclude with a summary table that outlines a statistical test,
including formulae, assumptions, relevant distributions and statistical tables.

® Flow charts are included in many chapters to help readers select the appropriate
statistical test.

® Boxes summarize the analysis of clinical data and reinforce teaching concepts.
These boxes provide a complete overview of an analysis, beginning with hypothe-
ses and ending with interpreting results.

e Chapters include self-study questions with detailed solutions. These exercises are
intended to help readers develop and sharpen diverse skills, including reading
tables and graphs, interpreting results, formulating conclusions, selecting statisti-
cal tests, and conducting small-scale analyses and interpreting their results.

® The book concludes with a chapter on reading and evaluating the medical litera-
ture; an evaluation checklist is provided to help individuals use their reading time
as effectively as possible.

® Finally, a 122-item comprehensive examination appears in the appendix. The
answer key includes for each question: (a) a brief explanation of the correct
answer, (b) the concept tested, and (c) reference to the chapter(s) in which the
concept is presented. The examination format is similar to those used on course
final examinations and licensure exams.

Diane Essex-Sorlie, Ph.D.

Urbana, Illinois
December 1994
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Defining Basic Concepts 1

Clinical Example: Primary Invasive Breast Cancer

To determine whether a relationship exists between tumor angiogenesis and meta-
static status (metastases present/metastases absent), oncologists studied tumor
specimens from 90 randomly selected women with primary invasive breast cancer.
Forty women had metastases and 50 women were without metastases (ny;ryy = 40,
nwrmoutr = J0). Representative samples of invasive disease were selected from
tumor specimen sections stained with hematoxylin and eosin. The number of
microvessels per stained section was counted on a 200x field. In women with
metastases, the mean number of microvessels per 200x field was 101, with a
standard deviation of 49.3. In women without metastases, the mean number of
microvessels was 45, with a standard deviation of 21.1. Based on these results, the
clinicians concluded that tumor angiogenesis correlates directly with metastatic
status in the patients evaluated.

Like all other disciplines, statistics has unique concepts and a specialized vocabulary that
we must understand to comprehend the medical literature. Consider the research summarized
above. In this hypothetical example based on very real clinical issues, can you distinguish the
independent variable from the dependent variable? Are these variables quantitative or qualita-
tive? To which patients can these results be extended (generalized)—that is, what is the target
population? Which statistical analyses are appropriate, given the goals of the study and the
way in which the variables are measured?

To answer these and other key questions, you must have a good understanding of the
statistical and epidemiologic concepts discussed in this chapter. A solid grasp of the following
concepts will help you evaluate published reports and determine whether—and to whom—
findings may be extended.

OBJECTIVES

When you complete this chapter, you should be able to:

* Define key concepts in statistics and epidemiology.

* Read a brief clinical example and identify the type of study, independent variable, sample
population, and other key features.

* Read a brief clinical example and determine if the conclusions extend to the individuals to
whom they are being applied.

STATISTICS VERSUS EPIDEMIOLOGY

Statistics is “the science and art of dealing with variation in data through collection, classifica-

tion, and analysis in such a way as to obtain reliable results” (Last, 1983, p 100). Biostatistics

and biometrics refer to the application of statistics in medicine. For example, a biostatistician

used statistical tools to analyze the data in the opening clinical example. The goal was to

determine if tumor angiogenesis and metastatic status are related. Epidemiology is the study

of the development, frequency, distribution, determinants, and consequences of disease in
1



2 / CHAPTER 1

human populations. Epidemiologic research typically seeks to (1) understand the causes of
disease, (2) plan treatment, and (3) contribute to the development of public health policies.
For example, an epidemiologist may study new cases of AIDS in a 12-month period and
compare the findings to results from earlier studies, to detect changing disease patterns. An
epidemiologist may also investigate an outbreak of bacterial meningitis in a university to
identify disease determinants (eg, exposure and lifestyle patterns). Based on the findings, the
university may decide to offer immunizations to all students.

DESCRIPTIVE VERSUS INFERENTIAL STATISTICS

The discipline of statistics is often divided into two branches: descriptive and inferential. The
goal of descriptive statistics is to organize and summarize data. The goal of inferential statistics
is to draw inferences and reach conclusions about data, when only a part of a population, or
sample, has been studied. A generalization is a principle deduced from limited information (a
sample) and extended to a larger collection of observations (the population). To generalize is
to make deductions from limited information and extend those deductions to a larger collec-
tion of observations.

The population is the complete set of observations, patients, entities, measurements, and so
forth, about which we would like to draw conclusions. The sampled population is the group
from which the sample (or subset of the population) is drawn. The target population is the
group to which we would like to extend our conclusions. Numerical characteristics of popula-
tions are parameters. Numerical characteristics of samples are statistics. For example, the
mean microvessel count of the 40 women with primary invasive breast cancer with metastases
is a statistic—in this case, 101. Lower-case “n” is frequently used to indicate sample size, that
is, the number of entities observed—in this case, the number of patients. Upper-case N is
generally used to designate population size.

Consider the research about breast cancer and tumor angiogenesis mentioned at the begin-
ning of the chapter. Two populations were sampled. Forty randomly selected women with
primary invasive breast cancer with metastases constitute the first population. Fifty randomly
selected women with primary invasive breast cancer without metastases comprise the second
population.

VARIABLES

Certain characteristics, attributes, and qualities are of interest to us; as we study them, we
draw inferences and conclusions about them. Characteristics that can be measured are called
variables. The term “variable” is used because its values may change, depending on related
factors. Thus, we may measure an individual’s blood pressure or heart rate on two separate
occasions and find considerable variability, which can be due to many factors, such as the time
of day or whether the person has just eaten a meal or smoked a cigarette.

Several types of variables exist in statistics. An independent variable is a characteristic or
experimental intervention thought to influence a particular event or a manifestation of it. A
dependent variable is the resulting outcome, event, or manifestation “whose variation we seek
to explain or account for by the influences of independent variables” (Last, 1983, p 28). Thus,
in our clinical example at the beginning of the chapter, metastatic status is the independent
variable; microvessel counts per 200x field is the dependent variable. Confounding variables
are factors that distort the degree to which the independent variable affects the dependent
variable. The distortion may occur because the confounding factor is associated with the
independent variable, dependent variable, or both (Masuner & Kramer, 1985, pp 159-160).
If not taken into account by study design or statistical analysis, confounding variables may
lead to erroneous conclusions.

The following example contains a confounding variable. In some men, workplace exposure
to sulfur dioxide (SO,) has been linked to the development of chronic cough. Cigarette
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smoking is also associated with chronic cough in some men. If we examine the relationship
between SO, exposure and chronic cough, we may develop incorrect conclusions, unless we
include cigarette smoking history (a confounding variable) in our analysis.

MEASUREMENT OF VARIABLES

One of fours scales may be used to measure variables; these are the nominal, ordinal,
interval, and ratio scales. A nominal scale uses names, labels, numbers, or other symbols to
assign objects to a series of categories. A nominal scale contains a series of unordered
categories or classes that are mutually exclusive and exhaustive. Labels, numbers, or other
symbols are used to differentiate one class from another. Nominal variables are also called
categorical or qualitative variables. Qualitative variables describe qualities or attributes that
cannot be measured in the same sense as, for example, height, weight, cholesterol, tri-
glyceride level, age, and blood pressure. Observations in a class are qualitatively the same;
observations in different classes are qualitatively different. We determine nominal variables
by identifying the categories or classes making up the scale and indicating the number or
percentage of observations in each class or category. Examples of variables measured on a
nominal scale include blood type, type of cancer, race, sex, and handedness. In our opening
scenario, metastatic status (with/without) is a qualitative or nominal variable.

An ordinal scale contains distinct ordered or ranked qualitative categories. For this reason,
ordinal scales are sometimes called rank-order scales. Labels, numbers, or other symbols are
used to distinguish ordered categories. Observations that differ from category to category can
be ranked according to whether the observation is more or less of some criterion. The
categories are qualitative in the sense that the distance between and among them is not
measurable numerically. However, the number or percentage of observations in each category
can be described. Duke’s classification of colorectal cancer (stages A through D) is an ordinal
scale. Stage A represents cancer limited to the mucosa and submucosa. Stage B denotes
cancer that extends into the muscularis or serosa. Stage C signifies cancer that involves the
regional lymph nodes. Stage D represents cancer that has metastasized to the liver, bone, and/
or lung. The categories are ordered because the extent of disease is more limited and progno-
sis more favorable in stage A than in stage D. In fact, approximately 90% of patients with
cancer limited to the mucosa and submucosa (stage A) survive 5 years. In contrast, approxi-
mately 5% of patients whose cancer has metastasized to the liver, bone, and/or lung survive 5
years (stage D) (Glickman, 1987, p 1300).

Interval and ratio scales are used to describe quantitative variables. Similar statistical
techniques can be applied to data from interval and ratio scales. A quantitative variable can be
measured according to amount or quantity. Serum cholesterol, body weight, white blood cell
count, body temperature, and patient age are quantitative variables. Interval scales involve
assigning numbers at equal intervals from an arbitrary origin. Objects are ordered by the
amount of the characteristic they possess. The arbitrarily selected origin (or zero point) does
not imply a true absence of the measured characteristic. Fahrenheit and Celsius temperature
scales are examples of an interval scale.

A ratio scale is an interval scale with a true zero point that reflects the absence of the
measured characteristic. Blood pressure, body weight, time, age, Kelvin temperature, vol-
ume, and mass are ratio scales. Because the ratio scale has a true zero point, ratios between
values are meaningful. For example, a patient who weighs 80 kg weighs twice as much as a
patient who weighs 40 kg.

Interval and ratio scales, sometimes called quantitative or numerical scales, can be discrete
or continuous. Discrete scales have integer values. Hospital census (number of beds occu-
pied), number of new cases of AIDS in 12 months, number of patients seen in a family
practice clinic in 12 months, and number of angioplasties performed in 6 months are examples
of variables measured on a discrete scale. With continuous scales, values may have fractional
components. Gestational age (eg, 17.6 weeks), body weight (eg, 50.5 kg), body temperature
(eg, 97.4 °F), and survival postdiagnosis (eg, 6.3 months) are measured on a continuous scale.
Depending on the precision required (as indicated by the number of places to the right of the
decimal), continuous data may be reported as integer values. For example, many health
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surveys report body weight to the nearest kilogram or patient age to the nearest year. Despite
such simplification, these variables are still continuous because they can exhibit fractional
components, at least in theory. Thus they can be measured on a continuum.

COMMON TYPES OF STUDIES

Investigators design studies in different ways in order to measure variables and use these
measurements to learn and draw conclusions about phenomena, such as diseases and treat-
ments. Because different types of studies are appropriate for studying different kinds of ques-
tions, it is important that you understand the key elements of common study designs. This
understanding will help you read the medical literature, understand the type of conclusions that
can be drawn from different types of studies, and evaluate the validity of conclusions.

Research can be divided into observational studies or experiments, based on whether pa-
tients are merely observed or whether some kind of intervention is performed (Dawson-
Saunders & Trapp, 1994, p 6). Case reports and case series, case control, cohort (prospective
and retrospective), and cross-sectional studies are observational, because one or more groups
of patients are observed. Their characteristics are recorded for analysis—for example, expo-
sure to pesticides and subsequent development of cancer, or augmentation mammoplasty with
silicone gel breast implants and subsequent development of systemic sclerosis. Clinical trials
are experiments because the investigator manipulates or controls an intervention, such as
different drugs, drug doses, procedures, or treatments. For example, investigators may con-
duct a clinical trial to compare the use of zidovudine (AZT) alone to combination therapy
with zidovudine, ddI, and pyridinone in patients with AIDS.

Case reports or case series studies are careful, detailed descriptions of interesting character-
istics in a single patient (case report) or series of patients (case series). A case report and a
case series study exclude patients without the characteristic or the disease under investigation.
Case series studies may produce hypotheses that lead to more formalized research to identify
causes of disease, diagnose disease, or treat disease.

In a case-control study, we use data from cases and controls to test theories derived from
inferences about previously studied factors, past events, or experiences. Cases are persons
who have the characteristic or disease of interest at the outset of the investigation; control
patients are disease free. Case-control studies require knowledge of disease status at the
beginning of the study. In this kind of study, we examine the experience and history of patients
to identify factors present in the history of cases, but absent in the history of controls. Case-
control studies are especially useful when investigating relatively rare diseases, such as certain
types of brain tumors. Because disease status is known at the beginning of the investigation,
researchers can select a sufficient number of diseased and nondiseased individuals in order to
reach valid statistical conclusions about the illness. Because they “look back™ from disease
status to factors that may explain the occurrence of disease, case-control studies are some-
times called retrospective studies. However, an increasing number of investigators now re-
serve the term retrospective for a type of cohort study (Hennekens & Buring, 1987, p 23).

Cross-sectional studies provide a “snapshot” of what is happening at a particular point in
time, rather than over a period of time. Cross-sectional studies are especially useful for
evaluating a new diagnostic procedure and for estimating the frequency (prevalence) of a
disease or a characteristic at a point in time. For example, a nationwide health survey may be
conducted to describe the number of adults who attempt to control their fat intake, exercise
strenuously 3 times per week, or use seatbelts regularly. An investigator might also use a
cross-sectional study to evaluate the utility of a technetium-labeled granulocyte scan to diag-
nose active inflammatory bowel disease, and to compare the results to findings from conven-
tional barium-contrast studies.

Cobhort studies involve a carefully defined population that has been or may be exposed to a
factor or factors thought to contribute to the occurrence of disease or other outcome. Subsets
of the population, called cohorts, are followed over time to see if they develop disease. Thus,
the starting point of all cohort studies is exposure status.

Cohort studies are either prospective or retrospective (Hennekens & Buring, 1987, p 23).
In a prospective cohort study, exposed and unexposed individuals are followed at regular
intervals to learn about the development and extent of disease. For example, clinicians might



DEFINING BASIC CONCEPTS / 5

conduct a prospective cohort study to compare the frequency of colds, bronchitis, and other
respiratory problems in nonsmokers who are exposed to secondary cigarette smoke in the
home, versus nonsmokers who are not exposed to secondary cigarette smoke in the home. In
this type of study, the researchers would follow individuals for up to a year or more to monitor
the incidence of respiratory infections.

In a retrospective cohort study, the investigation is initiated at a point in time after the
exposure has occurred; however, the outcome of interest may or may not have occurred
already by the time the study begins. Investigators begin with exposure status and use medical
records, death certificates, and other available information to document disease develop-
ment. For example, investigators may rely on patient charts to identify women who took
diethylstilbestrol (DES) between 1947 and 1971 to treat threatened miscarriage. The objec-
tive is to use the medical records of offspring to determine whether fetal exposure to DES is
associated with reproductive abnormalities, such as clear cell carcinoma of the vagina in fetal-
exposed women and testicular abnormalities in fetal-exposed men. Cohort studies are an ideal
way to investigate relatively common diseases or outcomes, such as how the development of
breast cancer may differ in women with and without a family history of breast cancer.

Sometimes called intervention or experimental studies, clinical trials evaluate the effective-
ness of a therapeutic procedure or agent (eg, a new drug). Controlled clinical trials compare a
therapeutic agent or procedure with another agent or procedure. Patients in one group
receive the new agent or procedure, while patients in the control (or reference) group receive
a placebo or another drug or procedure. Investigations with one experimental treatment are
uncontrolled clinical trials; because no control (or reference) group is included, the experimen-
tal treatment cannot be compared to another intervention. Without a control or reference
group, it is often impossible to separate treatment effects from other factors, such as normal
biologic variation within and between patients. Because controlled trials are more likely to
permit researchers to decide whether differences are due to a treatment, clinical intervention,
or some other factors, medical researchers and clinicians often consider controlled trials more
useful than uncontrolled studies (Dawson-Saunders & Trapp, 1994, p 13).

UNDERSTANDING ASPECTS OF STUDY DESIGN

Certain terms are used frequently in the medical literature to describe features of the design of
a study. An understanding of these terms will help you evaluate a study and assess the degree
to which conclusions can be extended from the patients studied to other individuals.

A placebo is an inert medication or procedure intended to be indistinguishable from the
experimental or active treatment. Patients are not told whether they receive an active medica-
tion or a placebo. The placebo sometimes has a therapeutic effect, which is due to the
patient’s expectation that he or she will feel better or that the disease will improve after taking
medication. Improvement, then, is attributed to the patient’s expectation that a treatment or
drug is beneficial. This improvement is known as a placebo or halo effect.

To replicate is to administer the same drug or procedure to two or more patients under
identical conditions. Replication is the act of repeating an investigation to confirm findings or
to improve the accuracy of measurements.

To control is to minimize extraneous sources of variation, either by study design or statisti-
cal analysis. Control in a study design can be accomplished by:

Including a control (or reference) group.

Randomly assigning patients to treatment groups or experimental conditions.
Restricting patients who enroll in the study to reduce variation between patients.
Matching patients (described below).

Statistical control can be achieved through the selection of an appropriate analysis, by mathe-
matical modeling, or by statistical adjustment.

Random assignment of patients to treatment groups or conditions minimizes extraneous
variation by helping to ensure that all patients who enroll in the study have an equal chance of
receiving the treatment (Fletcher et al, 1988, p 122).

In matching, often referred to as pair matching, the investigator matches patients as they
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enter the study, based on characteristics thought to be associated with the outcome of interest.
Pair matching is done so that the patients in each pair are as alike as possible with respect to
certain factors, such as disease severity, age, smoking history, family history, or sex. One
member of the pair is assigned randomly to one group; the pairmate is then placed automati-
cally in the other group. Investigators often match patients according to age or disease
severity. As noted earlier, matching is one way to control extraneous variation and increase
the likelihood that differences between groups occur because of the treatment or intervention,
rather than being due initial differences between the groups.

Bias is any error or effect that causes the results of a study to depart from true values (Last,
1983, p 10). Bias can occur because one or more of the following is inadequate: the measuring
instrument, selection of patients, assignment of patients to treatments, or method of measur-
ing outcomes of interest. Suppose researchers want to study the relationship between estro-
gen replacement therapy in women and subsequent development of breast cancer. For the
estrogen replacement group, patients with a family history of breast cancer are selected; for
the control group (who receive a placebo), patients without a family history of breast cancer
are selected. This example illustrates a confounding bias in selecting patients, because the
outcome of interest (breast cancer development) is confounded by family history. In this case,
the development of breast cancer is more likely to occur in women with a family history of
breast cancer than in women without a family history. Keep in mind that bias due to patient
assignment can occur when patients with substantial disease are selected for the treatment
group and patients whose disease is “mild” are assigned to the placebo group, or vice versa.

Confounding occurs when the effects of one or more variables cannot be separated from
each other and from their effect on the dependent variable (Last, 1983, p 21). In the hypotheti-
cal research on breast cancer and estrogen use, the effects of family history and estrogen use
are not separated to determine their respective impact on the development of breast cancer in
the sampled population. Thus, the effect of treatment is confounded by family history. An
excellent discussion of confounding and other flaws in the medical literature is presented by
Michael and associates (1984).

Validity is the extent to which a device (eg, a test) measures what it purports to measure, or
a clinical observation accurately describes a phenomenon. Validity is discussed most fre-
quently in terms of internal and external validity. A study has internal validity if the differ-
ences between treatment groups can be attributed to the independent variable(s). Sampling
procedures, definition of outcomes, measurement of outcomes, statistical analyses, and ad-
ministration of treatments must all be appropriate for a study to be internally valid. Internal
validity is required to extend a finding beyond the patients studied (Fletcher et al, 1988, p 12).

External validity refers to the degree to which research findings can be applied or general-
ized to individuals other than those who were studied. External validity applies only to a
specified target population (Last, 1983, p 108). Suppose that after examining the effect of
AZT to prolong the life span of 25 AIDS patients with full-blown disease, we try to generalize
our findings to asymptomatic, HIV-positive individuals. Our conclusions could be misleading
because they may lack sufficient external validity. However, if we generalize our conclusions
to AIDS patients whose disease stage and other characteristics closely resemble those of
patients in our study group, our findings could have high external validity.

Reliability is another important consideration when evaluating the results of a study. Reli-
ability refers to the degree to which a measuring device or a procedure produces repeatable
results on each subsequent use or occasion. Reproducibility and repeatability are synonyms
for reliability. Results may be reliable but not valid, as when a blood pressure cuff produces a
diastolic reading that is relatively repeatable for a patient but is substantially higher (or lower)
than the patient’s true pressure.

SUMMARY

To read and evaluate medical literature, including published studies as well as information
distributed by pharmaceutical companies, you must have a good understanding of concepts
and vocabulary unique to the discipline of statistics. In addition to discussing the goals of
statistics, we define and explain a wide range of statistical concepts in this chapter, including



