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Preface

The last decade has seen an explosion of interest in wavelets, a subject area that has
coalesced from roots in mathematics, physics, electrical engineering and other dis-
ciplines. As a result, wavelet methodology has had a significant impact in areas as
diverse as differential equations, image processing and statistics. This book is an intro-
duction to wavelets and their application in the analysis of discrete time series typical
of those acquired in the physical sciences. While we present a thorough introduction
to the basic theory behind the discrete wavelet transform (DWT), our goal is to bridge
the gap between theory and practice by

e emphasizing what the DWT actually means in practical terms;

o showing how the DWT can be used to create informative descriptive statistics for
time series analysts;

¢ discussing how stochastic models can be used to assess the statistical properties
of quantities computed from the DWT; and

o presenting substantive examples of wavelet analysis of time series representative
of those encountered in the physical sciences.

To date, most books on wavelets describe them in terms of continuous functions
and often introduce the reader to a plethora of different types of wavelets. We con-
centrate on developing wavelet methods in discrete time via standard filtering and
matrix transformation ideas. We purposely avoid overloading the reader by focus-
ing almost exclusively on the class of wavelet filters described in Daubechies (1992),
which are particularly convenient and useful for statistical applications; however, the
understanding gained from a study of the Daubechies class of wavelets will put the
reader in a excellent position to work with other classes of interest. For pedagogical
purposes, this book in fact starts (Chapter 1) and ends (Chapter 11) with discussions
of the continuous case. This organization allows us at the beginning to motivate ideas
from a historical perspective and then at the end to link ideas arising in the discrete
analysis to some of the widely known results for continuous time wavelet analysis.

Topics developed early on in the book (Chapters 4 and 5) include the DWT and
the ‘maximal overlap’ discrete wavelet transform (MODWT), which can be regarded as

xiii
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a generalization of the DWT with certain quite appealing properties. As a whole, these
two chapters provide a self-contained introduction to the basic properties of wavelets,
with an emphasis both on algorithms for computing the DWT and MODWT and also
on the use of these transforms to provide informative descriptive statistics for time
series. In particular, both transforms lead to both a scale-based decomposition of the
sample variance of a time series and also a scale-based additive decomposition known
as a multiresolution analysis. A generalization of the DWT and MODWT that are
known in the literature as ‘wavelet packet’ transforms, and the decomposition of time
series via matching pursuit, are among the subjects of Chapter 6. In the second part
of the book, we combine these transforms with stochastic models to develop wavelet-
based statistical inference for time series analysis. Specific topics covered in this part
of the book include

e the wavelet variance, which provides a scale-based analysis of variance comple-
mentary to traditional frequency-based spectral analysis (Chapter 8);

e the analysis and synthesis of ‘long memory processes,’ i.e., processes with slowly
decaying correlations (Chapter 9); and

¢ signal estimation via ‘thresholding’ and ‘denocising’ (Chapter 10).

This book is written ‘from the ground level and up.” We have attempted to make
the book as self-contained as possible (to this end, Chapters 2, 3 and 7 contain reviews
of, respectively, relevant Fourier and filtering theory; key ideas in the orthonormal
transforms of time series; and important concepts involving random variables and
stochastic processes). The text should thus be suitable for advanced undergraduates,
but is primarily intended for graduate students and researchers in statistics, electrical
engineering, physics, geophysics, astronomy, oceanography and other physical sciences.
Readers with a strong mathematical background can skip Chapters 2 and 3 after a
quick perusal. Those with prior knowledge of the DWT can make use of the Key
Facts and Definitions toward the end of various sections in Chapters 4 and 5 to assess
how much of these sections they need to study. This book — or drafts thereof — have
been used as a textbook for a graduate course taught at the University of Washington
for the past ten years, but we have also designed it to be a self-study work-book
by including a large number of exercises embedded within the body of the chapters
(particularly Chapters 2 to 5), with solutions provided in the Appendix. Working the
embedded exercises will provide readers with a means of progressively understanding
the material. For use as a course textbook, we have also provided additional exercises
at the end of each chapter (instructors wishing to obtain a solution guide for the
exercises should follow the guidance given on the Web site detailed below).

The wavelet analyses of time series that are described in Chapters 4 and 5 can
readily be carried out once the basic algorithms for computing the DWT and MODWT
(and their inverses) are implemented. While these can be immediately and readily
coded up using the pseudo-code in the Comments and Extensions to Sections 4.6
and 5.5, links to existing software in S-Plus, R, MATLAB and Lisp can be found by
consulting the Web site for this book, which currently is at

http://faculty.washington.edu/dbp/wmtsa.html

The reader should also consult this Web site to obtain a current errata sheet and to
download the coefficients for various scaling filters (as discussed in Sections 4.8 and
4.9), the values for all the time series used as examples in this book, and certain
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computed values that can be used to check computer code. To facilitate preparation
of overheads for courses and seminars, the Web site also allows access to pdf files with
all the figures and tables in the book (please note that these figures and tables are the
copyright of Cambridge University Press and must not be further distributed or used
without written permission).

The book was written using Donald Knuth’s superb typesetting system TEX as
implemented by Blue Sky Research in their product TeXtures for Apple Macintosh™
computers. The figures in this book were created using either the plotting system
GPL written by W. Hess (whom we thank for many years of support) or 8-Plus, the
commercial version of the S language developed by J. Chambers and co-workers and
marketed by MathSoft, Inc. The computations necessary for the various examples and
figures were carried out using either S~Plus or P{TSSA (a Lisp-based object-oriented
program for interactive time series and signal analysis that was developed in part by
one of us (Percival)).

We thank R. Spindel and the late J. Harlett of the Applied Physics Laboratory,
University of Washington, for providing discretionary funding that led to the start
of this book. We thank the National Science Foundation, the National Institutes of
Health, the Environmental Protection Agency (through the National Research Cen-
ter for Statistics and the Environment at the University of Washington), the Office of
Naval Research and the Air Force Office of Scientific Research for ongoing support dur-
ing the writing of this book. Our stay at the Isaac Newton Institute for Mathematical
Sciences (Cambridge University) during the program on Nonlinear and Nonstationary
Signal Processing in 1998 contributed greatly to the completion of this book; we thank
the Engineering and Physical Science Research Council (EPSRC) for the support of
one of us (Percival) through a Senior Visiting Fellowship while at Cambridge.

We are indebted to those who have commented on drafts of the manuscript or
supplied data to us, namely, G. Bardy, J. Bassingthwaighte, A. Bruce, M. Clyde,
W. Constantine, A. Contreras Cristan, P. Craigmile, H-Y. Gao, A. Gibbs, C. Green-
hall, M. Gregg, M. Griffin, P. Guttorp, T. Horbury, M. Jensen, W. King, R. D. Mar-
tin, E. McCoy, F. McGraw, H. Mofjeld, F. Noraz, G. Raymond, P. Reinhall, S. Sardy,
E. Tsakiroglou and B. Whitcher. We are also very grateful to the many graduate stu-
dents who have given us valuable critiques of the manuscript and exercises and found
numerous errors. We would like to thank E. Aldrich, C. Cornish, N. Derby, A. Jach,
1. Kang, M. Keim, 1. MacLeod, M. Meyer, K. Tanaka and Z. Xuelin for pointing out
errors that have been corrected in reprintings of the book. For any remaining errors
— which in a work of this size are inevitable — we apologize, and we would be pleased
to hear from any reader who finds a mistake so that we can list them on the Web
site and correct any future printings (our ‘paper’ and electronic mailing addresses are
listed below). Finally we acknowledge two sources of great support for this project,
Lauren Cowles and David Tranah, our editors at Cambridge University Press, and our
respective families.

Don Percival Andrew Walden

Applied Physics Laboratory Department of Mathematics
Box 355640 Imperial College of Science,
University of Washington Technology and Medicine
Seattle, WA 98195-5640 London SW7 2BZ, UK

dbp@apl.washington.edu a.waldenQic.ac.uk



Conventions and Notation

e  Important conventions

(83) refers to the single displayed equation on page 83
(69a), (69b) refers to different displayed equations on page 69
Figure 86 refers to the figure on page 86

Table 109 refers to the table on page 109

Exercise [72] refers to the embedded exercise on page 72

(an answer is in the Appendix)
Exercise [4.9]  refers to the ninth exercise at the end of Chapter 4

H(") refers to a function

H(f) refers to the value of the function H(-) at f

{hi} refers to a sequence of values indexed by the integer [
hy refers to the Ith value of a sequence

In the following lists, the numbers at the end of the brief descriptions are page numbers
where more information about — or an example of the use of — an abbreviation or
symbol can be found.

o  Abbreviations used frequently

ACS autocorrelation sequence .............ooiiieiiiiiia.n. 15, 266, 341
ACVS autoCoVAriance SEqUENCE . .....vverrtereereenereneennnaiennnnan 266
ANOVA analysis of variance .......... ... ... i 19, 67
AR AULOTEETESSIVE PIOCESS . vt vitt et et i e e enenansennns 268
ARFIMA autoregressive, fractionally integrated,

INOVINE GVETAZE PIOCESS -t v v v veeatre e aereraneetraneenanaeenenn 285
CWT continuous wavelet transform .............. ol 1, 10
dB decibels, i.e., 10 1og () «vvvvriiii 73
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DFBM
DFT
DHM
DWPT
DWT
ECG
EDOF
FBM
FD
FFT
FGN
GSSM
Hz

11D
LA
LSE
MAD
MODWPT
MODWT
ML
MLE
MRA
MRC
NMR
NPES
ODFT
OLSE
PDF
PPL
QMF
RMSE
RV
SDF
SURE
WLSE
WP

Eolit

Conventions and Notation

discrete fractional Brownian motion .......................... 279
discrete Fourier transform ...t it 22
Davies—Harte method .............c.oiiiiiiiiiii ... 290
discrete wavelet packet transform ........................ 206, 209
discrete wavelet transform ................. ... ..o L 1, 13, 56
electrocardiogram ......... ... . . i 125
equivalent degrees of freedom .................. ... ... ...l 313
fractional Brownian motion .................coiiiiiiiiinan.. 279
fractionally differenced ............. ... .. i, 281
fast Fourier transform ............... ... .. ... ... . L. 28
fractional Gaussian noise ........ovvvriiiiiiiiiiiiiinininn,. 279
Gaussian spectral synthesis method ........................... 291
Hertz: 1 Hz=1cyclepersecond .................ccviinn.... 48
independent and identically distributed ....................... 262
least asymmetric ......... ot e 107
least squares estimate or estimator ....................... 374, 378
median absolute deviation ................. ... . L 420
maximal overlap discrete wavelet packet transform ....... 207, 231
maximal overlap discrete wavelet transform ................... 159
maximum likelihood ............. .. ... .. ... ... 341, 361
maximum likelihood estimate or estimator ............... 341, 361
multiresolution analysis ..............cocoiviii i, 65, 461
mobile radio communications .............. ... .. 0 i, 436
nuclear magnetic resonance ............. .o i, 420
normalized partial energy sequence .................... 129, 394-5
orthonormal discrete Fourier transform ..................... 41, 46
ordinary least squares estimate or estimator .................. 378
probability density function ................ ... ... .. ., 256
PUre POWET JaW . ... ittt 281
quadrature mirror filter ............ ... .. . i, 75, 474
TOOt MEean SQUALIE €ITOT . ... .u'verevnenrunenernrnnnneeesnnn 364, 436
random variable ..... ... .. . 256
spectral density function .............. ... .. . o e, 267
Stein’s unbiased risk estimator ................. ... ... ... 404
weighted least squares estimate or estimator .................. 374
wavelet packet ... 209

Non-Greek notation used frequently

integral of squared SDF S7(-) for {W:} ....oovvvvnnnnn... 307
Nj x N;_; matrix (rows have {g;} periodized to N;_1) ......... 94

N x N matrix (rows have upsampled {g;} periodized to N) ... 176
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Conventions and Notation xix

squared gain function for low pass component of H®(-) ...... 106
nth order sine data taper ...t 274
argument of complex-valued number 2 ............... ... ...l 21
backward shift operator .......... ... . il i 283
discrete fractional Brownian motion (DFBM) ................. 279
fractional Brownian motion (FBM) ...................coiient 279
Nj x Nj_i matrix (rows have {h;} periodized to N;_{) ........ 94
N x N matrix (rows have upsampled {k;} periodized to N) ... 176
average value of SDF Sx(-) over octave band [ﬁ%q-, 2%] ........ 343
approximation to C; for FD processes ........................ 344
normalized partial energy sequence (NPES) .............. 129, 395
N dimensional stochastic signal vector ........................ 393
COVATIANECE OPETATOT ...\ uvtterrereraneereaieiaeannnaneennans 259
squared gain function for difference filter ..................... 105
jth level wavelet detail (DWT) .........c.ooiviiiiianin.... 64
jth level wavelet detail (MODWT) ...................... 169, 171
dictionary (collection of vectors) used in matching pursuit .... 239
N dimensional deterministic signal vector ..................... 393
number of differencing operations ............................. 287
tth component on jth level of d for DWT .................... 419
Ith component of vector d ...t 398
transform coefficients for deterministic signal D ............... 398
dictionary element (vector in matching pursuit dictionary D) .. 239
expectation operator .......... .. . i, 256, 258
conditional expectation of Xp given X; =21 .......oovn. ..., 260
energy (squared norm) for vector X ........................ 42, 72
2,718281828459045 - - .. . e e e 3,21
complex exponential ......... ... .. 21
tth component on jth level of € for DWT ..................... 419
{th component of vector € .........coiiiiiinirinennnnnn. 398
transform coefficients for ID noise € .......................... 398
orthonormal discrete Fourier transform (ODFT) coefficients .... 46
N x N orthonormal discrete Fourier transform matrix ......... 47
vector containing ODFT coefficients {Fp} ...................... 47
frequency of a sinusoid ............ ... i 22
k/N or k/(N At), the kth Fourier frequency ............... 28, 87
Nyquist frequency ......ccooiviiiiiiiiiiii i, 87, 267
probability density function (PDF) for RV X ................. 256
joint PDF for RVs Xpand X1 ...cooviviiiiiiiiin ... 258
conditional PDF for RV Xggiven X1 =21 ....coov ... 260
transfer function for {g;} ............ .. il 76, 154
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Conventions and Notation

transfer function for {g} ............ 163, 202
transfer function for {g;;}, with G1(-)=G() ............. 97, 154
transfer function for {g;;}, with G1(-) = G(-) +.vvvvvvnn. 169, 202
squared gain function for {g;} ...l 76, 154
squared gain function for {gi1} ............ .. i 163, 202
squared gain function for {g;;}, with G1(:-) =G(:) ............. 154
squared gain function for {g;,}, with G1(-) = G(Y v, 202
squared gain function for Daubechies scaling filter {g;} ........ 105
DWT scaling filter .......... ... oot 75, 154, 463
MODWT scaling filter ...........coviviiiiiiiiinaennn.n. 163, 202
{g1} periodized to length N ..., 7
{G:} periodized to length N ..., 168
reversed scaling filter, 1.€., §1 = G- ++vvrvviinrriiiiiiiniiieen, 463
extremal phase (minimum delay) Daubechies scaling filter .... 106
least asymmetric (LA) Daubechies scaling filter ............... 107
jth level DWT scaling filter, with {g1,:} = {g;} --..-...-.. 96, 154
jth level MODWT scaling filter, with {§1:} = {g;} ...... 169, 202
{g;,} periodized tolength N ...l 97
{gj,1} periodized tolength N ...l 170
Hurst coefficient ..........cc.c i 279, 286
transfer function for {h} ... 69, 154
transfer function for {A;} ........iiieiii 163, 202
transfer function for {h;;}, with Hy () = H(-) .....oovvnnn. 96, 154
transfer function for {h;,;}, with H1(-) = H(-) ............ 169, 202
squared gain function for {h;} ...l 69, 154
squared gain function for {A;} ..o, 163, 202
squared gain function for {h;,;}, with Hi()=H() ............ 154
squared gain function for {h;,}, with H;(-) = 210 BT 202
squared gain function for Daubechies wavelet filter {h;} ....... 105
DWT wavelet filter ........ ... i, 68-9, 154, 474
MODWT wavelet filter ...........coiiiiiiiiiiannen. 163, 202
{h;} periodized to length N ..., 70-1
{h;} periodized to length N .........ccciiiiiiiiiiiiine. 167-8
reversed wavelet filter, i.e., By =h_y ..ovviiiniiiiiiiits 472, 474
jth level DWT wavelet filter, with {h1:} = {h;} .......... 95, 154
jth level MODWT wavelet filter, with {h1} = {h;} ..... 169, 202
{h;.} periodized tolength V .............. ...l 96
{h; 1} periodized to length N ..........cccovuiieiiniieinn... 170
N x N identity matrix .........oovviiiiir i ann. 42
imaginary part of complex-valued number z .................... 21
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Conventions and Notation xxi

largest DWT level for sample size N =27 ..................... 57
level of partial DWT or of MODWT ........... 104, 145, 169, 199
level (index) for scale usually (also used as generic index) ...... 59
index for frequency usually (also used as generic index) ........ 46
width of wavelet or scaling filter (unit scale) ................... 68
width of jth level equivalent wavelet or scaling filter ........... 96
number of jth level DWT boundary coefficients ............... 146
set of square integrable real-valued functions .................. 458
log base 10, log base e ....... ..ot 73, 400-1
number of nonboundary jth level MODWT coefficients ....... 306
cost of DWPT vector W, ooooooiiiiiii i 223
additive cost functional .......... ... ... i 223
mmodulo N ... e 30
(m+n)modulo N ...ooiiiiiii e 30
sample S1Z€ .. ... . e e e 28, 41
N/23, number of jth level DWT coefficients .................... 94
Gaussian (normal) RV with mean p and variance 0? .......... 257
Ith component of vector m ...t 403
transform coefficients for non-IID noise 17 ..................... 403
Ithelement of O ... .. i i 43, 398
result of applying hard/soft/mid thresholding to O; ...... 399-400
N x N orthonormal transform matrix ......................... 42
transform coeflicients obtained using @ ........................ 43
discrete Fourier empirical power spectrum ..................... 48
discrete wavelet empirical power spectrum (DWT) ............. 62
discrete wavelet empirical power spectrum (MODWT) ........ 180
transform matrix for jth stage of DWT pyramid algorithm ..... 94
like P;, but for MODWT pyramid algorithm ................. 176
probability that the event A will occur ....................... 256
p x 100% percentage point of x2 distribution ............... 2634
tth component on jthlevel of R for DWT .................... 424
Ith component of vector R ... 407
jth level wavelet rough DWT) ............cooiiiiiiinn.... 66
the entire real axis ....... ...l 457
space of real-valued N dimensional vectors ..................... 45
real part of complex-valued number z ............ ..o . 21
transform coeflicients for stochastic signal C .................. 407
SDF for {W;:} or for nonboundary part of Wi} oot 304, 348
(power) spectral density function (SDF) ...................... 267
multitaper SDF estimator ............ccooiiiiiveiiieian... 274
nth eigenspectrum used to form 5’;}“”)() ...................... 274
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Conventions and Notation

PEriOdOgram . .....ouniii i e 269
Jth level wavelet smooth (DWT) .......coviiiiiiiiiiiinnnn... 64
Joth level wavelet smooth (MODWT) .................... 169, 171
autocovariance sequence (ACVS) ... 266
‘biased’ estimator of ACVS ... 269
N % N circular shift matrix or unit delay operator ........ 52, 457
actual time (continuous) or a unitless index (discrete) ....... 5, 24
transfer function for {ujni} ... 215
transfer function for {Gjni} ..o 232
DWPT filter for node (§,m) «oovvvnirninnnniiiiiii i 214
MODWPT filter for node (4,1) ...ovvvnvrviiiiii i, 231
approximation subspace for functions of scale A; .............. 462
tthelement of V; ... ... 94
tth element of \~/'j ............................................ 169
N; x N matrix mapping X to V; ... 94
N % N matrix mapping X to {fj ............................. 171
vector of jth level DWT scaling coefficients .................... 94
vector of jth level MODWT scaling coefficients ............... 169
Variance operator ....... ...ttt e e e 259
detail subspace for functions of scale 7; ....................... 472
tthelement of Wj,, ..o 214
tth element of Wj,n .......................................... 231
tthelement of W, ..o 94
tth element of Wj ........................................... 169
jth level MODWT coefficients for stochastic process {X;} .... 296
nth DWT coefficient (nth element in W) ...................... 57
N x N discrete wavelet transform matrix ...................... 57
N; x N matrix mapping X to W, (submatrix of W) ........... 94
N x N matrix mapping X to V,Vj ............................ 171
vector containing DWT coefficients {W,} ................. 57, 150
vector of jth level DWT wavelet coefficients (part of W) ....... 94
vector of jth level MODWT wavelet coefficients .............. 169
vector of DWPT coefficients at node (5,n) .................... 209
vector of MODWPT coeflicients at node (7,n) ................ 232
autocorrelation width ........... ... .ol 12,103
time series or portion of a stochastic process .............. 41, 269
time series or stochastic process ..............v.0ues 41, 266, 2956
sample mean (arithmetic average) of Xo,...,XnN—-1 -covnvvvnen. 48
sample mean of X 41, Xt ad2, s Xt cvvrevrinnennninennnns 58
discrete Fourier transform of {X;} .......... ... . ... 72

vector containing Xo, ..., XN 1 covirrrii i i 41-2
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Conventions and Notation xxiii

log multitaper SDF estimate plus a constant .................. 276
log periodogram plus a constant .............................. 271
Gaussian (normal) RV with unit mean and zero variance ...... 257

Greek notation used frequently

exponent of power law spectral density function ..... 279, 281, 286
significance level of a test ........... .. ... ..l 373, 434
slope in linear regression model related to FD parameter § .... 374
WELSE of B oo e 376
gamma function .......... .. 257
index for vectors in matching pursuit dictionary .............. 239
Euler’s constant (0.577215664901532---) ................. 270, 432
index of coefficient earliest in time in V5, W; ........... 137, 147
number of ‘early’ boundary coefficients in V5, W; ...... 137, 147
ratio of component variances in Gaussian mixture model ...... 410
real-valued function ............ ... 457
translated and dilated version of y(-) ........... ... .ol 459
sampling interval ..... ..ol 48, 59
generic threshold ................ ... ... ... 223, 399
long memory parameter for FD process ........... 283-4, 286, 288
long memory parameter for stationary FD process ....... 288, 368
threshold based on Stein’s unbiased risk estimator ............ 405
universal threshold ............ ... ... ... 400
Kronecker delta function ............... .. ... 42-3
exact MLE of ¢ for stationary FD process .................... 368
threshold for leave-one-out cross-validation ............... 402, 423
threshold for two-fold cross-validation .................... 402, 422
WLSE of § for stationary or nonstationary FD process ........ 377
approximate MLE of ¢ for stationary FD process ............. 363
like 6, but for nonstationary FD processes also .............. 371
N dimensional vector containing ITID RVs ............c..cu.... 393
a small positive number .......... ... ... . .. i 2, 486
error term in frequency domain model (uncorrelated) .... 270, 432
tth term in sequence of uncorrelated RVs (white noise) ........ 268
intercept in linear regression model ........................... 374
N dimensional vector containing non-IID RVs ................ 393
degrees of freedom in a chi-square distribution ........... 263, 313
EDOF's for wavelet variance estimator ................. 313-4, 376
error term in frequency domain model (correlated) ....... 276, 440
argument in polar representation z = |z|e®® .................... 21

parameter with prior distribution in Bayesian model .......... 264
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Conventions and Notation

phase function forafilter ........... ... . ... ... 25
phase function for DWT scaling filter ......................... 106
phase function for DWT wavelet filter ........................ 112
component of phase function for DWPT wavelet filter ......... 229
degrees of freedom in a ¢ distribution .................... 257, 426
scale parameter in a generalized ¢ distribution ............ 258, 414
RV uniformly distributed over integers 0,1,...,N —1 ......... 356
N x N diagonal covariance matrix .....................oov.... 355
scale (length of an interval or of an average) ................. 6, 58
27, unitless scale of jth level scaling coefficients (j > 1) .... 85, 481
expected value of a random variable ........................ 256-7
lag in frequency domain autocovariance .................... 276-7
advance for time series or filter ................... ... .. ..... 111-2
advance for scaling filter, wavelet filter ........................ 114
advance for wavelet packet filter .............................. 229
wavelet variance at scale 7; (time independent) ............... 296
unbiased MODWT estimator of wavelet variance at scale 7; ... 306
unbiased DWT estimator of wavelet variance at scale 7; ...... 308
biased MODWT estimator of wavelet variance at scale 7; ..... 306
biased DWT estimator of wavelet variance at scale 7; ......... 308
3.141592653589793 - - - ..ot 3,21
correlation between two RVs ........................ ... ... ... 259
autocorrelation sequence for stationary process at lag 7 ....... 266
estimator of autocorrelation sequence at lag 7 ............. 16, 341
covariance matrix for vector X of RVs ................... 259, 262
wavelet-based approximation to covariance matrix ¥x ........ 362
variance of a random variable ......................... 3, 257, 279
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