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PREFACE TO
THE SECOND EDITION

The warm reception by the industrial community of the first edition
intended primarily as a text for graduate students has emboldened me
in this second edition to strive to make it palatable to both audiences.
The new edition is considerably revised and enlarged with this end in
mind. Two new chapters have been added and much of the earlier
material expanded with more emphasis on applications.

The Kalman Filter is many things to many people—the Numerical
Analysts see it as Least Squares, the Communication and Circuit en-
gineers view it as Low-pass Filter. For the Control engineers it is part
of Stochastic Control, while for the Astrodynamic community it is
Differential Correction. I have chosen to follow in the main the
historical development, emphasizing the Statistical Estimation (Max-
imum Likelihood) framework and the System theoretic aspects, es-
sential for proofs of asymptotic properties. The presentation under-
scores what can be proved—as an antidote to the tendency to view it
as a piece of hardware, to be tweeked to make it work: to remind
users that simulation must be backed by solid theory, even though, of
course, each application has its own unique quirks and the modelling
part—of wedding the application to the theory—can only be learned
by experience.

The structure of the first five chapters has been retained, even as
the presentation is beefed up and more application-oriented ex-
amples are incorporated. Chapters 1 and 2 review relevant state-
space theory and stochastic process theory, respectively. Chapter 3
treats statistical estimation theory, and now includes an introduction
to computational aspects: Local Linearization and the Newton-
Raphson algorithm, as well as new examples drawn from Navigation
and Tracking. Kalman Filtering Theory per se is still covered in
Chapter 4, but expanded, featuring additional examples—filtering of
accelerometer data, to mention one. Chapter 5 develops Likelihood
Ratio formulas using Kalman Filtering Theory. Chapters 6 and 7 are
totally new. Chapter 6 deals with EKF—the Extended Kalman Filter,
because of its wide-spread use in industry. In essence, this is an ad
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X PREFACE TO THE SECOND EDITION

hoc linearization procedure employed in many applications—such as
orbit determination. We show that the Maximum Likelihood Princi-
ple provides at once the rationale, and the limitations. We develop a
modified Newton-Raphson algorithm for nonlinear problems, which
we show can be instrumented as a Kalman Smoother in each itera-
tion. The final chapter, Chapter 7, treats Stochastic Control Theory—
specifically the Linear Quadratic Regulator problem—because of its
“duality”’ with Kalman Filtering. The Bellman dynamic program-
ming argument provides a compact way to establish optimality of the
Feedback Controls. The steady-state, or asymptotic theory, exploits
the results of Kalman Filtering Theory in an essential way.

I hope that the book, while still not a compendium, will prove use-
ful to a variety of readers—to communication and control engineers,
numerical analysts, astrodynamicists, management scientists, econo-
metricians, and other specialists both in academe and industry, who
need to know Kalman Filtering theory.



PREFACE TO
THE FIRST EDITION

This is a textbook intended for a one-quarter (or one-semester,
depending on the pace) course at the graduate level in Engineering.
The prerequisites are Elementary State-Space theory and Elementary
(second-order Gaussian) Stochastic Process theory. As a textbook, it
does not purport to be a compendium of all known work on the sub-
ject. Neither is it a *‘trade book.” Rather it attempts a logically se-
quenced set of topics of proven pedagogical value, emphasizing
theory while not devoid of practical utility. The organization is based
on experience gained over a period of 10 years of classroom teaching.
It develops those aspects of Kalman Filtering lore which can be given
a firm mathematical basis, avoiding the industry syndrome manifest
in professional short courses: ‘““‘Here is the recipe. Use it, it will
‘work’!”

The first two chapters cover review material on State-Space theory
and Signal (Random Process) theory—necessary but not sufficient
for the sequel. The third chapter deals with Statistical Estimation
theory, the mathematical framework on which Kalman Filtering
rests. The main chapter is the fourth chapter dealing with the subject
matter per se. It begins in Section 4.1, with the basic theory and for-
mulas,making a compromise in generality between too many obscur-
ing details and too little practical application. Thus we consider only
the case where the observation noise is white and is independent of
the signal, although we allow the system to be time-variant. Because
of the uncertainty in the initial covariances, in practice no Kalman
filter can be optimal except in the steady state—and this is by far its
important use. Hence Section 4.2 specializes to time-invariant sys-
tems and considers asymptotic behavior of the filter. Section 4.3 ex-
amines the steady-state results from the frequency-domain point of
view, relating them to the more classical transfer-function approach.
In Section 4.4 we study a canonical application of Kalman filtering:
to System Identification. In Section 4.5 we study the ‘‘Kalman
smoother”’: the on-line version of two-sided interpolation. In Sec-

tions 4.6 and 4.7 we study generalizations of the basic theory of Sec-
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xii PREFACE TO THE FIRST EDITION

tion 4.1; thus we allow the signal and noise to be correlated in Section
4.6, and allow the observation noise to be non-white in Section 4.7.
Section 4.8 features a simple example which illustrates some of the
theory and techniques discussed in the chapter.

The book concludes with a chapter on Likelihood Ratios in which
the Kalman filter formulation plays an essential role.

We only consider discrete-time models throughout, since all Kal-
man filter implementation envisaged involves digital computation.

The problems accompanying each chapter serve the traditional
role of testing the student’s comprehension of the text, with an oc-
casional foray into areas of contiguous interest.



NOTATION

Square matrices
I denotes Identity matrix
Tr. denotes Trace

|A|l denotes Determinant of A

Rectangular matrices

A* denotes (Conjugate) Transpose of A.
[A, B] denotes Tr. AB*.

llAll, denotes Operator norm.

{a;;} denotes Matrix with entries a;.
‘Column’ vector v ~ v*vis 1 X 1.
‘Row’ vector c ~ cc* is 1 X 1.

R" denotes Euclidean space of dimension n = Linear space of n X 1
column vectors.

Self-adjoint matrices
A: Self-adjoint A = A*,
Nonnegative Definite: [Ax, x] > 0 for every x.
A > B < (A — B) is self-adjoint nonnegative definite.
Gradient of a function
If g(0) is a scalar function of 6:
Gradient of g(6) = V,g(0),

where:

xiii



xiv NOTATION

(Vag(8Dh = (-5 g + Mlhao,

Veg(0)is1 X m if 0 is m X 1.
If g(-) maps R™ — R", then V,g(0) is n X m.

Random Variables
E( ‘) denotes Expected value.
E(:|-) denotes Conditional expectation.

p(+) denotes Probability density function.

Integral

d|v| denotes Volume element in R" as in fRnf wd|v].

Kronecker delta
8" =0,m # n,

=1, m = n.
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CHAPTER 1

REVIEW OF LINEAR
SYSTEM THEORY

A Kalman filter is a linear system. This chapter presents a brief
review of Linear Systems Theory from the ‘“‘state-space’ point of
view, since the Kalman filter is best described in that way. For a suc-
cinct introductory treatment of State-Space theory, the reader is
referred to [3). More elaborate treatment may be found in [11], [17],
[27], among other texts.

A system is characterized by its “input,” its ‘‘state’’ and the “out-
put.” These are functions of time. Time may be continuous or dis-
crete; in the latter case time is indexed by the integers. We shall only
be concerned with the discrete case in this book.

Let {u,} denote the input and {v,} the output. A linear system for
our purposes is then completely characterized by a ‘‘state-input”
equation

Xne1 = ApX, + Bu, (1.1)
and by an ‘“‘output-state-input’’ equation

v,=C.x,+ D,u,, (1.2)
where A, is a square matrix and B,, C,, D, are rectangular matrices. If
the state-space dimension is p, then A, will be p X p. If the input se-
quence is such that each u, is g X 1, then B, will be p X q. If the out-
put sequence is such that each v, is m X 1, then C, will be m X p and

D, will be m X q. We can ‘‘solve’ (1.1), (1.2) or express the output in

1



2 1. REVIEW OF LINEAR SYSTEM THEORY

terms of the state at some initial time and the input from then on.
Thus we have, taking the initial (or starting) time to be k:

n—1
xn = \Vn,kxk + -Zk \Vn.i+1Biui' (1'3]
where v, ,, called the State-Transition Matrix, is defined by

Ver=Rjq ' =" Al kLn=1" (1.4)
Yoo =1 (Identity Matrix)¥.

Note that it has the “‘transition” property:

Wn.k‘yk,m = \Vn,m' (1'5]

From (1.3), which specifies the state at any time n, n > k, the output is
readily expressed explicitly in terms of the *initial” state and the
current input as

n-—1
Vp = Can,ka + Z Cn\Vn.i+1Biui £a Dnun' (1'6]
i =k

Here the first term is the ‘‘initial state” (or initial condition) response
and the second term is the “input response.” The function

Wn.i = Cn\”n,i+lBi’ i < n’ [1‘7]
== Dn’ i =n,

is referred to as the ‘““weighting matrix’’ or “weighting pattern” of
the system.

Time-Invariant Systems

We are most concerned with the case where the system is “‘time-
invariant,” where the system matrices are all independent of time:

A, =A,
B, = B,
C.=C,
D, =D,

tHere and throughout, the letter I will always denote the identity matrix regard-
less of dimension.



