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Preface

It is more than 20 years since the first edition of this book appeared in 1987, and
its subject, like statistics as a whole, has changed radically in that period. By far
the greatest impact has been made by advances in computing. In 1987 adequate
implementation of most latent variable methods, even the well-established factor
analysis, was guided more by computational feasibility than by theoretical optimality.
What was true of factor analysis was even more true of the assortment of other
latent variable techniques, which were then seen as unconnected and very specific
to different applications. The development of new models was seriously inhibited
by the insuperable computational problems which they would have posed. This new
edition aims to take full account of these changes.

The Griffin series of monographs, then edited by Alan Stuart, was designed to
consolidate the literature of promising new developments into short books. Knowing
that one of us (DJB) was attempting to develop and unify latent variable modelling
from a statistical point of view, he proposed what appeared in 1987 as Volume 40
in the Griffin series. Ten years later the series had been absorbed into the Kendall
Library of Statistics monographs designed to complement the evergreen volumes
of Kendall and Stuart’s Advanced Theory of Statistics. Latent Variable Models and
Factor Analysis took its place as Volume 7 in that series in 1999. This second edition
was somewhat different in character from its predecessor, and a second author (MK)
brought his particular expertise into the project. After a further decade that book was
in urgent need of revision, and this could only be done adequately by recruiting a
third author (IM) who is actively involved at the frontiers of contemporary research.
Throughout its long history the principal aim has remained unchanged and it is worth
quoting at some length from the Preface of the second edition:

the prime object of the book remains the same — that is, to provide a
unified and coherent treatment of the field from a statistical perspective.
This is achieved by setting up a sufficiently general framework to enable
us to derive the commonly used models, and many more as special cases.
The starting point is that all variables, manifest and latent, continuous
or categorical, are treated as random variables. The subsequent analysis
is then done wholly within the realm of the probability calculus and the
theory of statistical inference.

The subtitle, added in this edition, merely serves to emphasise, rather than modify its
original purpose.



Xii PREFACE

Chapter 1 covers the same ground as before, but the order of the material has
been changed. The aim of the revision is to provide a more natural progression of
ideas from the most elementary to the more advanced.

Chapters 2 and 3, as before, are the heart of the book. Chapter 2 provides an
overall treatment of the basic model together with an account of general questions of
inference relating to it. It introduces what we call the general linear latent variable
model (GLLVM) from which almost all of the models considered later in the book
are derived as special cases. An important new feature is an introductory account of
Markov chain Monte Carlo (MCMC) methods for parameter estimation. These are
a good example of the computer-intensive methods which the growth in the power
of computers has made possible. In principle, these methods are now capable of
handling any of the models in this book and a general introduction is given in this
chapter, leaving more detailed treatment until later.

In Chapter 3 the general model is specialised to the normal linear factor model.
This includes traditional factor analysis, which is probably the most thoroughly
studied and widely applied latent variable model. Little directly relevant research
has appeared since the second edition, but our treatment has been revised and this
chapter will serve as a source for the basic theory, much of which is now embodied
in computer software.

Latent trait models are widely used, especially in educational testing, but they
have a far wider field of application, as the examples in Chapter 4 show. The chapter
begins with two versions of the model and then discusses the statistical methods
available for their implementation. Although the traditional estimation methods,
based on likelihood, are efficient and are present in the standard software, we have
also taken the opportunity to demonstrate the MCMC method in some detail in a
situation where it can easily be compared with established methods. There is no
intention here to suggest that its use is limited to such relatively simple examples.
On the contrary, this example is designed to illustrate the potential of the MCMC
method in a broader context.

Chapters 5 and 7 extend the ideas into newer areas, particularly where ordered
categorical variables are involved. A number of the models appeared for the first time
in earlier editions. This work has been consolidated here and, now that computing
is no longer a barrier, they should find wider application. Latent class models are
often seen as among the simpler latent variable models, and in the first edition they
appeared much earlier in the book. Here they appear in Chapter 6 where it can be
seen more easily, perhaps, how they fit in to the broader scheme.

Chapter 8, on relationships between latent variables, has been supplemented by
an account of methods of estimation and goodness-of-fit in the LISREL model,
but otherwise is unchanged, apart from the transfer to Chapter 9 of some material
noted below.

Chapter 9 is entirely new except for the inclusion of a little material from the old
Chapter 8 which now fits more naturally in its new setting. It draws attention to a
number of methods, especially principal components analysis, which serve much the
same purpose as latent variable models but come from a different statistical tradition.
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The examples are an important part of the text. They are intended not only to
illustrate the mechanics of putting the theory into practice but they also bring to light
many subtleties which are not immediately evident from the formal derivations. This
is especially important in latent variable modelling where questions of interpretation
need to be explored in numerical terms for their full implications to be appreciated.
Many of the original examples have been retained because, although the data on
which they are based are now necessarily older, it is the point that the examples make
which is important. Where we felt that these could not be bettered, they have been
retained. But, in some cases, we have replaced original examples and added new ones
where we felt that an improvement could be made. However, all the original examples
have been recalculated using the newer software described in the Appendix.

There was a website linked to the second edition which has been discontinued.
There are two reasons for this. First, we have provided an appendix to this book which
gives details of the more comprehensive software that is currently available: the new
appendix has removed the need for the individual programs provided on the original
website. Secondly, it is now much easier to find numerical examples on which the
methods can be tried out. One convenient source is in Bartholomew et al. (2008) and
its associated website, where there are extensive data sets and some of the methods
are described in a form more suitable for users.
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1

Basic ideas and examples

1.1 The statistical problem

Latent variable models provide an important tool for the analysis of multivariate
data. They offer a conceptual framework within which many disparate methods can
be unified and a base from which new methods can be developed. A statistical
model specifies the joint distribution of a set of random variables and it becomes
a latent variable model when some of these variables — the latent variables — are
unobservable. In a formal sense, therefore, there is nothing special about a latent
variable model. The usual apparatus of model-based inference applies, in principle,
to all models regardless of their type. The interesting questions concern why latent
variables should be introduced into a model in the first place and how their presence
contributes to scientific investigation.

One reason, common to many techniques of multivariate analysis, is to reduce
dimensionality. If, in some sense, the information contained in the interrelationships
of many variables can be conveyed, to a good approximation, in a much smaller
set, our ability to ‘see’ the structure in the data will be much improved. This is the
idea which lies behind much of factor analysis and the newer applications of linear
structural models. Large-scale statistical enquiries, such as social surveys, generate
much more information than can be easily absorbed without drastic summarisation.
For example, the questionnaire used in a sample survey may have 50 or 100 questions
and replies may be received from 1000 respondents. Elementary statistical methods
help to summarise the data by looking at the frequency distributions of responses
to individual questions or pairs of questions and by providing summary measures
such as percentages and correlation coefficients. However, with so many variables it
may still be difficult to see any pattern in their interrelationships. The fact that our
ability to visualise relationships is limited to two or three dimensions places us under
strong pressure to reduce the dimensionality of the data in a manner which preserves
as much of the structure as possible. The reasonableness of such a course is often

Latent Variable Models and Factor Analysis: A Unified Approach, Third Edition.
David Bartholomew, Martin Knott and Irini Moustaki.
© 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.



2 LATENT VARIABLE MODELS AND FACTOR ANALYSIS

evident from the fact that many questions overlap in the sense that they seem to be
getting at the same thing. For example, one’s views about the desirability of private
health care and of tax levels for high earners might both be regarded as a reflection
of a basic political position. Indeed, many enquiries are designed to probe such basic
attitudes from a variety of angles. The question is then one of how to condense the
many variables with which we start into a much smaller number of indices with
as little loss of information as possible. Latent variable models provide one way of
doing this.

A second reason is that latent quantities figure prominently in many fields to which
statistical methods are applied. This is especially true of the social sciences. A cursory
inspection of the literature of social research or of public discussion in newspapers or
on television will show that much of it centres on entities which are handled as if they
were measurable quantities but for which no measuring instrument exists. Business
confidence, for example, is spoken of as though it were a real variable, changes in
which affect share prices or the value of the currency. Yet business confidence is an
ill-defined concept which may be regarded as a convenient shorthand for a whole
complex of beliefs and attitudes. The same is true of quality of life, conservatism,
and general intelligence. It is virtually impossible to theorise about social phenomena
without invoking such hypothetical variables. If such reasoning is to be expressed in
the language of mathematics and thus made rigorous, some way must be found of
representing such ‘quantities’ by numbers. The statistician’s problem is to establish
a theoretical framework within which this can be done. In practice one chooses a
variety of indicators which can be measured, such as answers to a set of yes/no
questions, and then attempts to extract what is common to them.

In both approaches we arrive at the point where a number of variables have to
be summarised. The theoretical approach differs from the pragmatic in that in the
former a pre-existing theory directs the search and provides some means of judging the
plausibility of any measures which result. We have already spoken of these measures
as indices or hypothetical variables. The usual terminology is latent variables or
factors. The term factor is so vague as to be almost meaningless, but it is so firmly
entrenched in this context that it would be fruitless to try to dislodge it now. We
prefer to speak of latent variables since this accurately conveys the idea of something
underlying what is observed. However, there is an important distinction to be drawn.
In some applications, especially in economics, a latent variable may be real in the
sense that it could, in principle at least, be measured. For example, personal wealth is
a reasonably well-defined concept which could be expressed in monetary terms, but
in practice we may not be able or willing to measure it. Nevertheless we may wish to
include it as an explanatory variable in economic models and therefore there is a need
to construct some proxy for it from more accessible variables. There will be room
for argument about how best to do this, but wide agreement on the existence of the
latent variable. In most social applications the latent variables do not have this status.
Business confidence is not something which exists in the sense that personal wealth
does. It is a summarising concept which comes prior to the indicators of it which
we measure. Much of the philosophical debate which takes place on latent variable
models centres on reification; that is, on speaking as though such things as quality
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of life and business confidence were real entities in the sense that length and weight
are. However, the usefulness and validity of the methods to be described in this book
do not depend primarily on whether one adopts a realist or an instrumentalist view
of latent variables. Whether one regards the latent variables as existing in some real
world or merely as a means of thinking economically about complex relationships,
it is possible to use the methods for prediction or establishing relationships as if the
theory were dealing with real entities. In fact, as we shall see, some methods, which
appear to be purely empirical, lead their users to behave as if they had adopted a
latent variable model. We shall return to the question of interpreting latent variables
at the end of Chapter 9. In the meantime we note that an interesting discussion of the
meaning of a latent variable can be found in Sobel (1994).

1.2 The basic idea

We begin with a very simple example which will be familiar to anyone who has met the
notion of spurious correlation in elementary statistics. It concerns the interpretation
of a 2 x 2 contingency table. Suppose that we are presented with Table 1.1. Leaving
aside questions of statistical significance, the table exhibits an association between
the two variables. If A was being a heavy smoker and B was having lung cancer
someone might object that the association was spurious and that it was attributable
to some third factor C with which A and B were both associated — such as living in
an urban environment. If we go on to look at the association between A and B in the
presence and absence of C we might obtain data as set out in Table 1.2. The original
association has now vanished and we therefore conclude that the underlying variable
C was wholly responsible for it. Although the correlation between the manifest
variables might be described as spurious, it is here seen as pointing to an underlying
latent variable whose influence we wish to determine.

Even in the absence of any suggestion about C it would still be pertinent to ask
whether the original table could be decomposed into two tables exhibiting indepen-
dence. If so, we might then look at the members of each subgroup to see if they
had anything in common, such as most of one group living in an urban environment.
The idea can be extended to a p-way table and again we can enquire whether it
can be decomposed into sub-tables in which the variables are independent. If this
were possible there would be grounds for supposing that there was some latent cat-
egorisation which fully explained the original association. The discovery of such a

Table 1.1 A familiar example.

A A Total
B 350 200 550
B 150 300 450

500 500 1000
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Table 1.2 Effect of a hidden factor.

A A Total A A Total

B 320 80 400 30 120 150
B 80 20 100 70 280 350

. 400 100 500 100 400 500

decomposition would amount to having found a latent categorical variable for which
conditional independence held. The validity of the search does not require the as-
sumption that the goal will be reached. In a similar fashion we can see how two
categorical variables might be rendered independent by conditioning on a third con-
tinuous latent variable. We now illustrate these rather abstract ideas by showing how
they arise with two of the best-known latent variable models.

1.3 Two examples

1.3.1 Binary manifest variables and a single binary
latent variable

We now take the argument one step further by introducing a probability model for
binary data. In order to do this we shall need to anticipate some of the notation required
for the more general treatment given below. Thus suppose there are p binary variables,
rather than two as in the last example. Let these be denoted by xi, x5, ..., x, with
x; = Oor 1 for all i. Let us consider whether the mutual association of these variables
could be accounted for by a single binary variable y. In other words, is it possible
to divide the population into two parts so that the xs are mutually independent in
each group? It is convenient to label the two hypothetical groups 1 and O (as with the
xs, any other labelling would serve equally well). The prior distribution of y will be
denoted A(y), and this may be written

h(1)=P{y=1}=7n and h(0) =1— h(l). (1.1)

The conditional distribution of x; given y will be that of a Bernoulli random variable
written

Pix; |y} =t —mp)' ™ (1,5 =0,1), (1.2)

where 7;, is the probability that x; = 1 when the latent class is y. Notice that in this
simple case the form of the distributions 4 and P {x; | y} is not in question; it is only
their parameters, 1, {m;o} and {7r;;} which are unspecified by the model.



