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Preface

Emperor Joseph II: “Your work is ingenious. It’s quality work. And there are simply
too many notes, that’s all. Just cut a few and it will be perfect.”

Wolfgang Amadeus Mozart: “Which few did you have in mind, Majesty?”

from the movie Amadeus, 1984 (directed by Milos Forman)

The field of econometrics has developed rapidly in the last three decades, while the
use of up-to-date econometric techniques has become more and more standard practice
in empirical work in many fields of economics. Typical topics include unit root tests,
cointegration, estimation by the generalized method of moments, heteroskedasticity
and autocorrelation consistent standard errors, modelling conditional heteroskedastic-
ity, models based on panel data, models with limited dependent variables, endogenous
regressors and sample selection. At the same time econometrics software has become
more and more user friendly and up-to-date. As a consequence, users are able to imple-
ment fairly advanced techniques even without a basic understanding of the underlying
theory and without realizing potential drawbacks or dangers. In contrast, many introduc-
tory econometrics textbooks pay a disproportionate amount of attention to the standard
linear regression model under the strongest set of assumptions. Needless to say that
these assumptions are hardly satisfied in practice (but not really needed either). On
the other hand, the more advanced econometrics textbooks are often too technical or
too detailed for the average economist to grasp the essential ideas and to extract the
information that is needed. This book tries to fill this gap.

The goal of this book is to familiarize the reader with a wide range of topics
in modern econometrics, focusing on what is important for doing and understanding
empirical work. This means that the text is a guide to (rather than an overview of)
alternative techniques. Consequently, it does not concentrate on the formulae behind
each technique (although the necessary ones are given) nor on formal proofs, but on
the intuition behind the approaches and their practical relevance. The book covers a
wide range of topics that is usually not found in textbooks at this level. In particular,
attention is paid to cointegration, the generalized method of moments, models with
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limited dependent variables and panel data models. As a result, the book discusses
developments in time series analysis, cross-sectional methods as well as panel data
modelling. Throughout, a few dozen full-scale empirical examples and illustrations are
provided, taken from fields like labour economics, finance, international economics,
consumer behaviour, environmental economics and macro-economics. In addition, a
number of exercises are of an empirical nature and require the use of actual data.

In this fourth edition, I have tried to further fine-tune and update the text, adding
additional discussion and material. To prevent the manuscript from growing too long,
I have substantially increased the number of references to other sources, for additional
detail, discussion, derivations or recent developments. The overall structure and organi-
zation of the material have not changed, so that users of the first three editions will feel
familiar. A number of empirical illustrations have been replaced or updated. Chapter 2
contains a new section on missing data, outliers and influential observations, with an
intuitive discussion of the potential problems and solutions. Chapter 3 has additional
material on forecast evaluation, in the context of the empirical illustration on forecast-
ing stock returns. Chapter 4 has been shortened by eliminating some outdated material.
The literature on the estimation of treatment effects has evolved over the past decade
and this is reflected in an expanded and updated section in Chapter 7. The two time
series chapters, Chapters 8 and 9, have a number of updated illustrations. Chapter 10 is
also expanded with additional material on the Fama—MacBeth approach, the problem
of having too many instruments when estimating dynamic panel data models, and on
panel data unit root tests and cointegration. Several chapters contain new exercises and
each chapter is now concluded with a short wrap-up section. Overall, there is more
focus on small sample properties of estimators and tests, with additional references
to, for example, Monte Carlo studies that look into this. As before, all data sets are
available through the book’s website.

This text originates from lecture notes used for courses in Applied Econometrics
in the M.Sc. programmes in Economics at K. U. Leuven and Tilburg University. It is
written for an intended audience of economists and economics students that would like
to become familiar with up-to-date econometric approaches and techniques, important
for doing, understanding and evaluating empirical work. It is very well suited for
courses in applied econometrics at the masters or graduate level. At some schools
this book will be suited for one or more courses at the undergraduate level, provided
students have a sufficient background in statistics. Some of the later chapters can be
used in more advanced courses covering particular topics, for example, panel data,
limited dependent variable models or time series analysis. In addition, this book can
serve as a guide for managers, research economists and practitioners who want to
update their insufficient or outdated knowledge of econometrics. Throughout, the use
of matrix algebra is limited.

I am very much indebted to Arie Kapteyn, Bertrand Melenberg, Theo Nijman and
Arthur van Soest, who all have contributed to my understanding of econometrics and
have shaped my way of thinking about many issues. The fact that some of their ideas
have materialized in this text is a tribute to their efforts. I also owe many thanks to
several generations of students who helped me to shape this text into its current form.
I am very grateful to a large number of people who read through parts of the manuscript
and provided me with comments and suggestions on the basis of the first three editions.
In particular, I wish to thank Niklas Ahlgren, Sascha Becker, Peter Boswijk, Bart
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Capéau, Geert Dhaene, Tom Doan, Peter de Goeij, Joop Huij, Ben Jacobsen, Jan
Kiviet, Wim Koevoets, Erik Kole, Marco Lyrio, Konstantijn Maes, Wessel Marquering,
Bertrand Melenberg, Paulo Nunes, Anatoly Peresetsky, Francesco Ravazzolo, Regina
Riphahn, Max van de Sande Bakhuyzen, Erik Schokkaert, Peter Sephton, Arthur van
Soest, Ben Tims, Frederic Vermeulen, Patrick Verwijmeren, Guglielmo Weber, Olivier
Wolthoorn, Kuo-chun Yeh and a number of anonymous reviewers. Of course I retain
sole responsibility for any remaining errors. Special thanks go to Jef Flechet for his
help with many empirical illustrations and his constructive comments on many previous
versions. Finally, I want to thank my wife Marcella and our three children, Timo, Thalia
and Tamara, for their patience and understanding for all the times that my mind was
with this book when it should have been with them.
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Introduction

1.1 About Econometrics

Economists are frequently interested in relationships between different quantities, for
example between individual wages and the level of schooling. The most important job
of econometrics is to quantify these relationships on the basis of available data and
using statistical techniques, and to interpret, use or exploit the resulting outcomes appro-
priately. Consequently, econometrics is the interaction of economic theory, observed
data and statistical methods. It is the interaction of these three that makes economet-
rics interesting, challenging and, perhaps, difficult. In the words of a seminar speaker,
several years ago: ‘Econometrics is much easier without data’.

Traditionally econometrics has focused upon aggregate economic relationships.
Macro-economic models consisting of several up to many hundreds of equations
were specified, estimated and used for policy evaluation and forecasting. The recent
theoretical developments in this area, most importantly the concept of cointegration,
have generated increased attention to the modelling of macro-economic relationships
and their dynamics, although typically focusing on particular aspects of the economy.
Since the 1970s econometric methods have increasingly been employed in micro-
economic models describing individual, household or firm behaviour, stimulated by
the development of appropriate econometric models and estimators that take into
account problems like discrete dependent variables and sample selection, by the
availability of large survey data sets and by the increasing computational possibilities.
More recently, the empirical analysis of financial markets has required and stimulated
many theoretical developments in econometrics. Currently econometrics plays a major
role in empirical work in all fields of economics, almost without exception, and in
most cases it is no longer sufficient to be able to run a few regressions and interpret the
results. As a result, introductory econometrics textbooks usually provide insufficient
coverage for applied researchers. On the other hand, the more advanced econometrics
textbooks are often too technical or too detailed for the average economist to grasp
the essential ideas and to extract the information that is needed. Thus there is a need
for an accessible textbook that discusses the recent and relatively more advanced
developments.



2 INTRODUCTION

The relationships that economists are interested in are formally specified in mathe-
matical terms, which lead to econometric or statistical models. In such models there
is room for deviations from the strict theoretical relationships owing to, for example,
measurement errors, unpredictable behaviour, optimization errors or unexpected events.
Broadly, econometric models can be classified in a number of categories.

A first class of models describes relationships between present and past. For example,
how does the short-term interest rate depend on its own history? This type of model,
typically referred to as a time series model, usually lacks any economic theory and
is mainly built to get forecasts for future values and the corresponding uncertainty or
volatility.

A second type of model considers relationships between economic quantities over a
certain time period. These relationships give us information on how (aggregate) eco-
nomic quantities fluctuate over time in relation to other quantities. For example, what
happens to the long-term interest rate if the monetary authority adjusts the short-term
one? These models often give insight into the economic processes that are operating.

Thirdly, there are models that describe relationships between different variables
measured at a given point in time for different units (for example households or firms).
Most of the time, this type of relationship is meant to explain why these units are
different or behave differently. For example, one can analyse to what extent differences
in household savings can be attributed to differences in household income. Under
particular conditions, these cross-sectional relationships can be used to analyse ‘what
if’ questions. For example, how much more would a given household, or the average
household, save if income were to increase by 1%?

Finally, one can consider relationships between different variables measured for
different units over a longer time span (at least two periods). These relationships
simultaneously describe differences between different individuals (why does person 1
save much more than person 2?), and differences in behaviour of a given individual over
time (why does person 1 save more in 1992 than in 1990?). This type of model usually
requires panel data, repeated observations over the same units. They are ideally suited
for analysing policy changes on an individual level, provided that it can be assumed
that the structure of the model is constant into the (near) future.

The job of econometrics is to specify and quantify these relationships. That is, econo-
metricians formulate a statistical model, usually based on economic theory, confront it
with the data and try to come up with a specification that meets the required goals. The
unknown elements in the specification, the parameters, are estimated from a sample
of available data. Another job of the econometrician is to judge whether the resulting
model is ‘appropriate’. That is, to check whether the assumptions made to motivate the
estimators (and their properties) are correct, and to check whether the model can be
used for its intended purpose. For example, can it be used for prediction or analysing
policy changes? Often, economic theory implies that certain restrictions apply to the
model that is estimated. For example, the efficient market hypothesis implies that stock
market returns are not predictable from their own past. An important goal of econo-
metrics is to formulate such hypotheses in terms of the parameters in the model and
to test their validity.

The number of econometric techniques that can be used is numerous and their valid-
ity often depends crucially upon the validity of the underlying assumptions. This book
attempts to guide the reader through this forest of estimation and testing procedures,



