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Foreword

The area of Digital Rights Management (DRM) is a unique blend of many diverse subareas.
These subareas include Mathematics and Cryptography, Legal and Social aspects, Signal
Processing, Game Theory, Information Theory, Software and Systems Design and Business
Analysis. The ACM Workshop on Digital Rights Management is an international forum that
serves as an interdisciplinary bridge across these areas. Its purpose is to bring together researchers
from the above fields for a full day of formal talks and informal discussions, covering new results
that will spur new investigations regarding the foundations and practices of DRM.

This year's workshop, the fourth in the series, continued this tradition. As in the previous years it
was sponsored by ACM SIGSAC and was held in conjunction with the 11th ACM Conference in
Computer and Communications Security (CCS). This volume contains the proceedings of the
workshop and is a good representation of the diversity of disciplines that contribute to the
complexity of DRM. The workshop received 27 submissions (from Africa, Asia, Australia,
Europe and North America) out of which 10 were accepted for presentation after a rigorous
refereeing process.

There were two invited talks at the workshop that covered different ends of the spectrum of Digital
Rights Management. The first talk, given by Jean-Jacques Quisquater and Francois-Xavier
Standaert, presented a new system for digital cinema applications that was developed by a team of
researchers from Louvain-la-Neuve, Belgium. The second invited talk, delivered by Reinaneh
Safavi-Naini of the University of Wollongong, Australia, surveyed the cryptographic area of
Traitor Tracing --- a basic primitive for DRM technology.

We wish to thank all of the authors of submitted papers for providing the content for this year's
workshop; their high quality submissions made the task of selecting the program difficult. Also,
we would like to thank the program committee members as well as the external reviewers that
helped in the refereeing process. The hard work of the program committee is reflected in the long
log of the committee's online discussions during the program selection phase (if printed on paper,
the log would be about the size of the proceedings itself!). Furthermore, we wish to thank Thomas
Herlea of K.U. Leuven for supplying us with the software for the submission and web-review
servers, and Michael J. Korman who was our system administrator at the University of
Connecticut where the two servers were hosted. Finally, we thank Sushil Jajodia, Vijay Atluri, and
SIGSAC for hosting and sponsoring the workshop, as well as Lisa M. Tolles from Sheridan
Printing for producing this proceedings volume.

Aggelos Kiayias Moti Yung

University of Connecticut Columbia University

The ACM-DRM’04 Program Chairs and Proceedings Editors
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A DRM Security Architecture for Home Networks

Bogdan C. Popescu
Bruno Crispo
Andrew S. Tanenbaum

Vrije Universiteit Amsterdam
The Netherlands

[bopescu, cripo, ast]@cs.vu.nl

ABSTRACT

This paper describes a security architecture allowing digi-
tal rights management in home networks consisting of con-
sumer electronic devices. The idea is to allow devices to
establish dynamic groups, so called “Authorized Domains”,
where legally acquired copyrighted content can seamlessly
move from device to device. This greatly improves the end-
user experience, preserves “fair use” expectations, and en-
ables the development of new business models by content
providers. Key to our design is a hybrid compliance checking
and group establishment protocol, based on pre-distributed
symmetric keys, with minimal reliance on public key crypto-
graphic operations. Our architecture does not require con-
tinuous network connectivity between devices, and allows
for efficient and flexible key updating and revocation.

Categories and Subject Descriptors

J.7 [Computer Applications]: Computers in other sys-
tems— Consumer products

General Terms

Security, Design, Management

Keywords

DRM Architectures, Digital Content Protection, Compliant
CE Devices

1. INTRODUCTION

In the past years there has been an increasing interest in
developing digital rights management (DRM) systems [20,
10, 11]. The main purpose of a DRM system is providing
digital data content (mostly home entertainment-related)
in a way that protects the copyrights of content providers
(CPs) and to enable options for new business models for
content distribution and access.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
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Frank L.A.J. Kamperman

Philips Research
Eindhoven
The Netherlands

frank.kamperman @ philips.com

Consumers want to enjoy content without hassle and with
as few limitations as possible. They want to network their
devices and easily access any type of content in their home
environment. Experience has shown strong negative con-
sumer reaction when copyright protection mechanisms have
disrupted interoperability expectations [14]. The content in-
dustry, however, wants to protect its digital assets. One so-
lution addressing both these two requirements is to organize
compliant devices into home content delivery networks [21]
where legally acquired digital content can freely be played
by any device part of the network.

DRM systems make providers less reluctant to publish
content electronically and, in the end, give consumers a more
versatile offering of content. DRM systems, however, are
not on the consumers feature list when buying new devices;
consumers simply do not have the motivation to spend ex-
tra money for DRM-enabling functionality. Besides this, in
the consumer electronics (CE) business even marginal cost
reductions can lead to competitive advantage. Therefore,
besides being secure, implementation of DRM functionality
has to be cost efficient. In this context, security mecha-
nisms that rely on public key cryptographic operations are
seen as a disadvantage, since they normally require (more
expensive) cryptographic accelerator hardware in order to
operate reasonably efficient.

This paper describes a security architecture for the “Au-
thorized Domains” framework [9] introduced by the DVB
consortium [1] as means to facilitate the creation of home
content delivery networks of CE devices. The foundation
of our design effort is a novel compliance checking protocol
which allows compliant devices part of a domain to individ-
ually authenticate each other without relying on expensive
public key cryptographic operations. An additional benefit
of our protocol is that it supports efficient and flexible
revocation of compromised devices.

The rest of the paper is organized as follows: in Section 2,
we elaborate more on the issue of compliance checking in
DRM architectures. In Section 3, we give a quick overview
of the “Authorized Domains” framework. In Section 4 we
describe the new security architecture, showing how we deal
with issues such as domain creation, new device registration,
secure content storage, key update and device revocation.
Finally, in Section 5 we talk about the performance impli-
cations of our design, in Section 6 we review related work,
and in Section 7 we give our conclusions.



2. DRM AND COMPLIANCE CHECKING

DRM systems rely on the fact that they operate on so-
called ”compliant devices”. The most important property
of such devices is the fact they are self-policing - before per-
forming any operation on a piece of data content, they check
that the operation does not contradict the rules set by the
content owners for that piece of content. For example, a
compliant video recorder will never make a copy of a piece
of video marked “no copy”, although it has the ability to do
it.

Currently, there are two possible approaches for doing de-
vice compliance checking: in the case of individual authenti-
cation, this is done by means of public key cryptography - by
assigning each device a unique public/private key pair with
the public key certified by a licensing organization through
a digital certificate. In this case, whenever two compliant
devices need to interact, they must first engage in a mutual
authentication protocol, proving to each other they have the
private keys corresponding to “compliant” public keys.

The other way to do device compliance checking is through
group authentication: in this case, the identity of a given de-
vice is un-important, as long as the device can prove it is
part of the group of compliant devices. In practice, the most
efficient way to do group authentication is based a class of
symmetric key encryption algorithms known as broadcast
encryption [17)].

The basic idea behind broadcast encryption [12, 25, 19)] is
to allow a dynamic group of entities (compliant devices in
the DRM scenario) to establish a common secret, by receiv-
ing messages broadcast by a group controller (the licensing
organization in this case). Once a common group key has
been established, it can be used to protect the digital con-
tent exchanged by the compliant devices part of the group.

In a broadcast encryption algorithm specifically designed
for DRM applications [19], key material is organized in a log-
ical binary tree, where each node in the tree corresponds to
a symmetric key. The number of leaves in the tree is equal to
the maximum number of compliant devices in the world; this
may be in the order of hundreds of million of even more in
the case of very successful products. Each device is assigned
a leaf, and contains all the (secret) keys that are on the path
between its assigned leaf and the root of the tree (thus, the
root key is known to all devices). At the beginning, all de-
vices are part of the group; the group key is encrypted under
the root key. Once circumvented devices are identified, they
are revoked (excluded from the group) by the licensing or-
ganization, which generates a new group key and encrypts
it with keys in the tree that cover only leaves corresponding
to correct devices; circumvented devices cannot recover the
new group key. This scheme works quite well when there are
few revoked devices: in this case, a small number of sub-trees
suffice for a complete group cover. However, as more devices
are revoked, more and more small sub-trees are needed to
cover only “good” leaves, so the group key needs to be en-
crypted with many keys, which leads to a large broadcast
message size. To handle this issue, a number of variations of
the basic broadcast encryption scheme have been proposed
[19], based on alternative tree covering algorithms; in this
way, even large number number of devices can be revoked
without requiring an un-acceptably large broadcast message
size.

Our security architecture relies on a compliance checking
mechanism based on individual device authentication. Al-

though this requires public keys, through careful design it
is possible, as we will show in Section 4, to minimize the
impact public key cryptographic operations have on system
performance, up to the point where use of hardware crypto-
graphic accelerators can be avoided. Before getting into the
design details, we will first introduce our system and trust
model and discuss the possible attack scenarios.

3. THE “AUTHORIZED DOMAINS”
FRAMEWORK

The “Authorized Domains” framework [9] has been first
introduced by the DVB consortium [1] as a means to facili-
tate the creation of secure home networks of consumer elec-
tronic devices. Compliant devices owned by one household
connect together to form one authorization domain. Legally
acquired digital content can then seamlessly flow from device
to device inside the domain, but tight controls are applied
at the domain borders, in order to prevent illegal content
distribution. As said previously, this balances the interests
of content owners (who want protection of their copyrights)
and content consumers (who want unrestricted use of the
content they paid for).

3.1 Design Requirements

‘When designing the security architecture for the “Autho-
rized Domains” framework, we had to consider a number
constraints dictated by the deployment environment (home
networks) as well as by the need to limit the manufacturing
costs. More specifically:

e Continuous network connectivity among all devices in
one domain cannot be assumed; for some devices, op-
erating in disconnected mode is the norm, rather than
the exception: this is the case of PDAs, personal music
players, car stereos, etc.

e The existence of secure clocks cannot be assumed.
Adding tamper-resistant hardware clocks to consumer
electronic devices would un-desirably increase the over-
all price of these devices.

e Given the cost constraints, devices should not require
cryptographic hardware accelerators in order to oper-
ate efficiently.

¢ Based on previous experience with pirated set-top boxes
for pay-per-view TV, it can be expected that coun-
terfeit devices will become available at some moment
following the introduction of compliant devices on the
consumer market. It is therefore essential that our
design allows revocation of potentially large numbers
of counterfeit devices without significant performance
degradation.

Because we cannot rely on hardware accelerators, the only
option for performing cryptographic operations is the general-
purpose CPU embedded in the device. Existing consumer
electronics products (DVD players, TV’s, handhelds, etc.)
typically use embedded (16/32 bit) RISC processors for general-
purpose operations; dedicated tasks (e.g. video process-
ing) is typically done on dedicated hardware. The clock
speed of these general-purpose CPUs ranges from tens to
hundreds of MHz. An RSA (1024 bit) sign operation may



therefore take between tens of milliseconds to several sec-
onds (full load), depending on the platform. Taking into ac-
count that general-purpose CPUs are primary used for non-
cryptographic purposes (mostly control), and under normal
device operation they are loaded to a large extent, and given
the fact that RSA 1024 bit keys may not be suitable for a 10
years lifespan, it is safe to assume that, at least for mid- to
low-end devices, a public key authentication protocol may
take in the order of seconds to complete. From a consumer
point of view, latency in the order of seconds during normal
operation of CE devices is not acceptable; therefore, one of
our prime design goals is to minimize the number of public
key operations a device needs to perform.

On the other hand, the lack of continuous network con-
nectivity among all devices in the domain makes impractical
to use some of the centralized content distribution/storage
mechanisms employed by other DRM architectures [10]. For
instance, storing content in a central repository, encrypted
under a key shared by all devices in the domain is not an
option. Our design needs to focus on mechanisms that al-
low content to seamlessly “float” from device to device. For
example, a user should be able to download her songs from
her personal music player to her car stereo, even when both
these devices are disconnected from the rest of the autho-
rized domain.

3.2 System Model

For the security architecture we describe in this paper, we
consider a high-level system model consisting of the follow-
ing entities:

¢ A number of content providers. These are organi-
zations/companies interested in selling digital con-
tent items (usually home-entertainment related) to
consumers. Content providers associate usage rules
with the content they deliver; associating usage rules
with content helps enforcing providers’ copyrights, and
facilitates a variety of business models (e.g. pay per
view, subscription, etc.).

e A number of CE manufacturers that produce and
sell compliant devices. These devices render digital
content for consumers, while enforcing the usage rules
set by content providers.

e A licensing organization that certifies compliant de-
vices and revokes the circumvented ones. Usually, the
licensing organization delegates the certification task
to licensed CE manufacturers that are contractually
bound to only produce compliant devices according
the specified robustness rules.

¢ A number of authorized domains (ADs). Each AD
consists of compliant devices owned by one household,
and forms the authorization unit of the system, in the
sense that usage rules associated with content apply
to one AD as a whole.

Figure 1 shows the internal structure of an AD. As we
can see, it consists of a number of compliant devices whose
main purpose is to render digital content, which seamlessly
moves from device to device inside the domain. In addition
to rendering content, a device may play the AD Manager
role, or a Content Manager role, which are as follows:

Distribute revocation information

Licensing i
Anthority »] Content Content
Provider Provider

License
Manufacturers

i

Distribute
content

Distribute

Certify
CE Devices )
Manufacturer = =
/’ Reg_ister \\
g ) Y
CE
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Manufacturer Manager

Exchange
content

Certify
Devices A

Authorized Domain

Figure 1: AD structure and interaction with exter-
nal entities

e The AD Manager keeps track of the other devices in
the domain: it registers new devices, and removes the
ones leaving the domain (either voluntarily, or because
they have been revoked by the licensing organization).
There can be only one manager per AD. If multiple
devices in the domain have this capability, the user
must select one of them as the active one.

e A Content Manager brings new data content into the
domain by interacting with content providers. Differ-
ent providers may choose different types of devices to
supply their content; as a result, there can be multiple
content managers inside a domain.

It is important to understand that a device can play multi-
ple roles: it can render content, as well as being the AD man-
ager and possibly a Content Manager. The amount of func-
tionality packed in a given device is a manufacturer/consumer
choice. From the consumer point of view, extra function-
ality in a device is materialized through additional com-
mand interfaces: the AD manager device needs a special
AD management interface, while the content managers need
command interfaces allowing interaction with the content
providers they support.

At manufacture time, each compliant device is given a
public/private key pair, with the private key stored in tamper-
resistant memory, and the public key certified by the man-
ufacturer by means of a device certificate. Each compliant
device is identified by a unique global device Id (GDI), also
included in the device certificate. The GDI consists of two
parts - the manufacturer prefiz - a short number identifying
the CE manufacturer that produced the device, and the de-
vice serial number which uniquely identifies the device for
that manufacturer.

Finally, we want to stress that our system model only con-
siders on-line digital content distribution; we do not consider
content that comes on pre-packaged media (e.g. CDs and
DVDs), which, at least under current distribution models,
is not very well suited to support fine-grained DRM.



3.3 Attack Scenario and Trust Model

The attack scenario we consider in this paper is realistic
with respect to digital content distribution: a malicious user
is attempting to gain access to content to which she is not
entitled. To accomplish this goal, the attacker has full con-
trol of the intra-domain home network, and can make use
of compromised and circumvention devices (devices mim-
icking compliant devices). However, we assume the attacker
has limited computational resources (cannot break cryptog-
raphy), and has only limited capability of disrupting ex-
ternal network communication (between entities outside its
home). Besides the attacker, our system includes a num-
ber of other entities: the Licensing Organization, Content
Providers, CE Manufacturers, as well as compliant devices
(possibly with extended functionality, such as AD Manager
or Content Manager). We will now describe the trust rela-
tionships between these entities, and how they collaborate
to prevent the attack scenario we introduced.

Central to our trust model is the Licensing Organization,
identified through its public key. This public key is the
root of trust in the system and is assumed to be known by
all other parties. The licensing organization has two main
functions: certifying CE manufacturers and issuing fresh de-
vice/manufacturer revocation information. Certifying CE
manufacturers involves issuing a digital certificate binding
the manufacturer prefix to the manufacturer’s public key.
The manufacturer can then use this certified key to issue
device certificates. The revocation information consists of
a Global Device Revocation List (GDRL); this list contains
the GDIs of devices known to be no longer compliant. The
mechanisms for identifying compromised devices are beyond
the scope of this paper, but they would most likely involve
forensic examination of illegal devices sold on the black mar-
ket (illegal devices incorporating cryptographic material ex-
tracted from compromised compliant devices).

Content Providers are only interested in the correct deliv-
ery of the content they own, so for this reason they do not
have to trust each other. Correct delivery means the content
is only received by compliant devices which are trusted to
enforce the usage rules. Content Providers deliver their con-
tent to Content Manager compliant devices over secure com-
munication channels (authenticated and confidential). Con-
tent Providers also periodically receive fresh revocation in-
formation from the Licensing Organization (this is assumed
to happen over a secure and reliable communication channel,
so we do not have to worry about DoS attacks). Providers
then use this information to determine whether the content
manager devices they interact with are still compliant, and
stop delivering content to compromised managers. The same
revocation information is also bundled with the digital con-
tent supplied to content managers; this ensures that the only
way to obtain new content also implies the delivery of a fresh
revocation list. In this way, the communication channel be-
tween the provider and the content manager needs not tc be
reliable: a DoS attack aiming at preventing the device from
receiving the revocation list would render the device useless,
since it would not be capable of receiving new content.

Compliant devices are fully trusted as long as they are
authenticated and not revoked. Domain manager devices
are trusted to correctly authenticate devices before accept-
ing them in the domain, as well as to keep up to date with
the revocation information received through content man-
ager devices, and to promptly exclude from the domain any

revoked devices already part of it. On the other hand, it is
possible that the domain manager itself is compromised. To
counter this threat, content manager devices are trusted to
correctly report the identity of the manager of the domain
they are part of to content providers; a provider will then
stop delivering content to a domain managed by a compro-
mised device.

4. PROPOSED SECURITY ARCHITECTURE

In this section we describe a security architecture to fit
the “Authorized Domains” framework. The key idea is to
use a hybrid public key/symmetric key compliance check-
ing protocol that greatly reduces the frequency of public
key cryptographic operations needed for intra-domain de-
vice authentication.

4.1 Authorized Domain Creation

Creating a new AD requires one compliant device with
AD manager functionality. When creating the new domain,
the AD manager device first erases all information about
the previous AD it has managed (if any); following that,
it generates a master device key list (a list of 128 bit AES
keys) which is stored in its tamper-resistant memory. The
size of this list is equal to the maximum number of de-
vices allowed in the domain; this is a manufacturer/content
provider choice, but we expect it to be in order of tens. Fi-
nally, the manager generates a domain ID, also stored in
its tamper-resistant memory. The domain ID is built as a
concatenation of the manager’s GDI and an ever-increasing
domain version number. At manufacture time, the domain
version number is set to zero; whenever the AD manager
is reset, the domain version number is incremented, which
ensures the manager will always generate different domain
IDs.

Once both the master device key list and the domain ID
have been generated, the AD creation process is complete,
and the manager can populate the new domain by register-
ing new devices.

4.2 Device Registration

A device that enters the AD needs to be registered with
the AD manager. The registration phase consists of two
steps: compliance checking, and authorization. The com-
plete registration protocol between the AD manager (M)
and a device A is the following:

Notation

certg entity E’s public key certificate.

Ye/zE entity £’'s public/private key pair.

Ng a random nonce generated by entity E.
{data}x  data encrypted with the symmetric/asymmetric

key K; public key signing is represented as
encryption with a private key.

data transmitted over a secure channel protected
(integrity&confidentiality) by a symmetric key K.

[data] x

Protocol

certa, {NA,GDIM}EA
certay, {Nm, GDIa, Na, {ks}v,tay,
{Nn,GDIn}a,

A —
(2 M—
A —_—
M — [LDI4, K4, credentialsSeta]y,

>EpE



4.2.1 Compliance Checking

Compliance checking is done in steps (1) to (3) of the reg-
istration protocol, and is based on the X.509 strong authen-
tication protocol [18]. The two devices exchange their device
certificates and authenticate each other. Because we cannot
use secure clocks, the authentication protocol is based on
random nonces. At the end of step (3), each device is assured
the other party has access to a private key corresponding to
a public key certified as compliant by the licensing organi-
zation. The two parties also agree on a symmetric session
key ks (a 128 bit AES key) which is used by the manager to
protect the authorization information sent to the device in
step (4).

After completing step (3) of the protocol, the AD manager
selects the next un-used key in its master key list. This key
becomes A’s master key, and the index of this key in M's
master key list becomes A’s local device Id (LDI) in the do-
main (these are denoted as K4 and LDI4 in step (4) of the
protocol). At this point M also needs to update its internal
records, to keep track that LDJI4 has been associated with
GDI,4.

The first three steps in the registration protocol require
public key cryptographic operations. In most cases, these
operations need to be performed in software, on general-
purpose CPUs, since it cannot be assumed that all devices
are equipped with hardware cryptographic accelerators. As
a result, registration is likely to be a slow procedure; how-
ever, since this is a relatively rare event (it happens only
when the user buys a new device), the delay introduced
should be acceptable.

4.2.2 Device Authorization

Accepting a device in an AD implies authorizing the de-
vice to interact with other devices in the AD in order to
obtain content items. In the authorization step, the man-
ager issues the new device an authentication credentials set,
which is sent to the new device in step (4) of the registra-
tion protocol, together with its LDI and device master key.
The authentication credentials set consists of a number of
(authentication key, authentication ticket) pairs.

Authentication keys are symmetric keys shared between
two devices part of the same AD. Each device is given au-
thentication keys for every other device already part of the
domain as well as for all potential devices that may join
the AD in the future (thus, the number of authentication
keys given to each device is equal to the size of the master
key list generated by the manager when creating the AD).
In this way, when new devices join the AD, existing devices
need not be updated, which allows the AD to operate even
without assuming continuous network connectivity among
all devices.

There is an authentication ticket associated with each
authentication key. The (authentication key, authentica-
tion ticket) pair allowing device A to authenticate to a de-
vice B has the form (Kag,{KaB,IDpomain, GDIa, LDI4,
LDIg}kyg), where Kap is a 128 bit AES key, and Kp is
the master device key for B. The authentication can be
used by A to prove to B that it is a compliant device part of
the same domain. Since the ticket is encrypted with a key
shared only between B and the manager, B is assured only
the manager could have created it, which in turn (given the
manager is a compliant device following the protocol) im-
plies the manager has verified the compliance of A.

Once a device is part of the domain, it can be used to
process the content items it acquires from other devices in
the domain. Before exchanging content items, two devices
authenticate each other in order to prove they are part of
the same domain. The authentication protocol between two
compliant devices part of the same AD is shown in Table 1.
The protocol has been first introduced in [8] and is based
on a variation [5] of the classical Kerberos authentication
protocol [15]. It relies on the security property of keyed
hash functions used as a basic primitive to generate fresh
session keys, and works as follows:

(1) A— B: LDI4 N4

(2) B — A: LDIg,Npg,authenticationTicketg 4
(3) A — B: {NBg}x,authenticationTicketap
(4) B-— A: {Nalx

Table 1: Device-to-device authentication protocol

In the above protocol, K = SHA-1(Kag,Kpa,Na, Ng),
where SHA-1 is the secure hash function described in [2].
We assume that initially A and B are complete strangers
(they do not know each other’s LDIs). At the end of the
protocol K is the shared secret between A and B and can
be used for securing the data traffic between the two devices.

During the authentication protocol, before accepting the
other party’s ticket, a device needs to do the following checks:

® The IDpomain in the ticket corresponds to the autho-
rized domain the device is part of.

e The second LDI value in the ticket is equal to its own
LDI.

e The SHA-1 hash of the device description sent by the
other device matches the hash in the ticket.

o The other device has not been revoked (we will show
later how revocation checks are performed)

4.3 Device Removal

There are three cases a device is removed from a do-
main: when the device is moved to another domain (vol-
untary leave), when the device is no longer functional (dam-
aged/stolen devices), and finally when the device is known
to be no longer compliant (device revocation).

4.3.1 Voluntary Leave

In this case we assume a connection between the device
and the domain manager. The two devices authenticate
each other, and following that, the the manager obtains the
GDI of the departing device. This GDI is then added to the
domain’s local revocation list which will be described later.

4.3.2 Damaged/Stolen Devices

In this case, we cannot assume a connection between the
device and the domain manager. In order to remove a de-
vice, the domain manager should provide a user interface
allowing the domain owner to identify the device to be re-
moved (this can be a display showing the list of all devices
in the domain, with some input mechanism that allows the
owner to select from the list). Once the domain owner has
identified the device to be removed, the manager adds that
device’s GDI to the local revocation list.



4.3.3 Device Revocation

Devices known to be no longer compliant are revoked by
the licensing organization by having their GDIs listed on
the global device revocation list (GDRL). Since it cannot be
assumed all compliant devices incorporate secure clocks, de-
vice revocation lists are distributed by content providers to-
gether with the data content items; thus there are no “fresh-
ness” requirements regarding revocation information, except
that the only way to obtain new content automatically up-
dates the GDRL.

Revocation lists can grow very large, since they contain
information regarding all compromised devices in the world
(if we have one billion compliant devices, out of which only
1% are compromised, the size of the revocation list would be
in the order of 40MB). Because of this, we cannot assume
that all devices have enough memory/computational power
to process the global revocation list.

4.4 Revocation Mechanisms

As discussed in Section 3.3, it is content manager devices
that bring fresh revocation information in the domain (this
revocation information is bundled with the digital content
supplied by content providers). Content managers also re-
port the identity of the domain manager to the provider,
which, before supplying any new content, ensure that the
AD manager has not been revoked. Once a content man-
ager device receives a new GDRL, it does the following:

e The content manager attempts to connect to the AD
manager.

e If the AD manager is reachable, the content manager
forwards it the GDRL; the AD manager processes the
GDRL, and returns a Local Revocation List (LRL),
which is then bundled with the data content (in this
case, the content is dubbed lightweight).

e If the AD manager is not reachable, the content man-
ager keeps the original GDRL attached to the data
content (in this case the content is dubbed heavy-
weight).

It is important to understand that a LRL is only mean-
ingful for devices part of the domain whose manager has
issued that LRL. Should a piece of data content have to be
exported to other domains, it should be the GDRL and not
the LRL that is attached to that content.

4.4.1 The Local Revocation List

The AD manager is responsible with generating the local
revocation list. This list consists of the GDIs of domain de-
vices that have been either revoked (they are present in the
GDRL) or have been removed from the domain. Since the
total number of devices in a domain is at most in the order
of hundreds, and adding/removing devices from a domain
are rare events, we expect the LRL to be much smaller than
the GDRL.

It should be possible for every device in the domain to
authenticate a LRL as produced by the AD manager. To
accomplish this, the AD manager creates one LRL authen-
tication code for each device (and potential device} in the
domain. For a device with LDI I the LRL authentication
code is the HMAC-SHA-1 [16] of the LRL using the master
key Kr. The LRL then consists of the actual list of revoked

devices plus the authentication codes for all keys in the mas-
ter key list. A device can check the authenticity of the LRL
by first finding the LRL authentication code corresponding
to the device’s LDI, and then verifying that the authenti-
cation code is identical to the HMAC of the list (HMAC
computed using its own device master key).

4.4.2 Restricting Content Distribution

It is important that revoked devices cannot receive new
digital content, so they eventually become useless. In order
to ensure this, a compliant device is allowed to re-distribute
content to other devices in the domain only if it is capa-
ble of interpreting the revocation information bundled with
the content. In the case of lightweight content, this is always
the case; for heavyweight content, we expect that only a lim-
ited number of powerful devices will be able to process the
GDRL. However, even if a device is not capable to process
the GDRL attached to a content item, it can still render the
item; the only limitation is that it cannot further distribute
the content to other devices in the domain.

Compliant devices may attempt to convert heavyweight
content to lightweight by contacting the AD manager in
order to obtain the LRL for that content item. Once the
conversion succeeds, any device in the domain is allowed to
participate in the distribution of that item.

We can now see the clear advantage of our revocation
scheme: with traditional revocation mechanisms (global re-
vocation lists, or the broadcast encryption schemes), the
amount of information that needs to be transmitted and pro-
cessed by all devices grows linearly with the total number
of revoked devices. On the other hand, our two-level revo-
cation list scheme only requires a small fraction of powerful
devices to retrieve and process global revocation informa-
tion. The majority of compliant devices only have to deal
with local revocation lists, which are orders of magnitude
smaller than the global ones.

4.5 Key Update

If too many devices are removed from the domain, the
domain manager may eventually run out of master keys to
assign to new devices. One solution to this problem is to
terminate the domain and re-start with a new master device
key list. However, this is not exactly user-friendly.

A more acceptable option is to re-use the LDIs of removed
devices. Consider a device A, with LDI4 = I. When A is
removed from the domain, its GDI is added to the domain’s
LRL, and A’s device master key is replaced with a fresh
key in the manager’s master key list; this new key is then
assigned to the next device joining the domain (assume this
is B). In this way, B is now assigned the LDI previously
assigned to A (LDIp = I). This does not interfere with de-
vice revocation, since it is the GDI, and not the LDI that
is added to the LRL. As in the normal device registration
protocol, the manager gives B an authentication credentials
set for all the other master keys in its master key list. The
problem now is that all the other devices in the domain
have tickets encrypted with A’s old master key instead of
B's key, and they need to be updated. However, this update
is done by B itself in an incremental manner, the first time it
needs to interact with other devices already part of the do-
main. For this, during registration, the AD gives B the new
(authenticationK ey, authenticationTicket) pairs for all de-
vices already part of the domain, each pair encrypted under



the master key of the respective device. The new authen-
tication protocol between B and another device C already
part of the domain becomes then:

(1) B— C: L.DIB,NB

(2) C — B: LDI¢g,Nc,authenticationTicketca

(3) B — C: {Kop,authenticationTicketcs } ko,
outhenticationTicketpc

(4) C — B: {Ng}xk,authenticationTicketcn

(3) B— C: {Nc¢clx

In step (2) of the protocol, device C forwards B its old
credentials (for A), since B is reusing A's LDI. B attempts
to decrypt and (authenticate) the ticket, but since the ticket
is encrypted with A’s old master key, the operation fails. B
recognizes that C has not been updated, and forwards it
the update ({Kcg,authenticationTicketcs}k.) which it
has obtained from the domain manager (and is encrypted
with C’s master key). In step (3), C decrypts and authen-
ticates the update using its master key, and replaces the
corresponding entry in its credentials set with the data in
the update packet. Following this, C uses the (updated)
key Kcg, together with the key Kpc retrieved after de-
crypting authenticationTicketpe to compute the shared
key K =SHA-1(Kgc, Kcs, Ng, N¢), which is then used to
encrypt B's challenge. Finally, in step (5), B has all the
information needed to compute K, which it uses to encrypt
C's challenge, and complete the protocol. Before accepting
the other party’s ticket, both B and C also need to perform
the checks described in Section 4.2.2, in order to make sure
the ticket has been issued for the right domain, and the de-
vice has not been revoked. In addition to these checks, the
device receiving the new credentials should also check at
step (3) of the protocol that the credentials it has received
have not been revoked.

4.6 Secure Content Storage

Data content items are brought in the domain by the con-
tent manager devices. They bring this content by interact-
ing with external content providers. Data items are stored in
un-encrypted form only in tamper resistant memory. Given
the fact that tamper-resistant memory is considerably more
expensive than un-trusted storage, we employ a two level
scheme: once a content manager obtains a piece of data con-
tent, it generates a random content key (a 128b AES key),
and encrypts the content with that key. Following that, it
encrypts the content key with its master key. The (encrypt-
edContent, encryptedContentKey) tuple can then be safely
stored on insecure storage. Whenever the device needs the
content, it can read the (encryptedContent, encryptedCon-
tentKey) tuple in its tamper resistant memory, use its master
device key to decrypt the content key, and use the content
key to decrypt the actual content.

The same optimization can be used to improve the perfor-
mance of content transfer between devices. Assuming two
devices A and B part of the same domain, the protocol for
securely transferring content from A to B is as follows:

e A and B authenticate each other as part of the same
domain and establish a secure communication channel.

e A transfers the encrypted content to B over an insecure
channel (this is safe since the content is encrypted with
the content key).

e A decrypts the content key with its master key, and
transfers the content key to B over the secure channel.

e B encrypts the content key with its master key, and
stores it (together with the encrypted content) on its
insecure storage for later use.

5. DISCUSSION

The great advantage of the security architecture described
in this paper is that public key operations are only infre-
quently required. In fact, for a non-manager device, the
only time it needs to perform public key operations is dur-
ing the registration phase, for authentication to the domain
manager. Following that, all authentication between devices
part of the same domain is done by means of (fast) symmet-
ric key operations. The price we pay for this is additional
storage requirements in every device; however, assuming au-
thorized domains only contain a limited number of devices
(in the order of tens), these storage requirements are not
excessive. Furthermore, devices only need tamper-resistant
memory for storing their device master key. All the other
data can be stored in un-trusted memory, encrypted under
the master key.

Table 2 lists the memory requirements for domain devices.
We assume 128 bit AES keys are used, global device iden-
tifiers are 64 bit long (this allows for more than a trillion
devices), domain version numbers are 16 bit long (a device
manager can create 65536 domains during its lifetime), and
local device identifiers are 8 bit long (up to 256 devices per
domain). For these numbers, the size of the domain Id is
64b + 16b = 80b, while the size of an authentication ticket
authTicketas = {KaB,IDpomain, GDIA,LDIa,LDIg}Ky
is 1286 + 80b + 64b + 8b + 8b = 288b. Based on this, we cal-
culate the following storage requirements:

Max. no. devices: N

No. of revoked devices: R
Master key list size: N % 128b
Auth. ticket size: 288b

Auth. cred. set size: N * (288b 4+ 128b) = N * 416b
Ticket revocation list size: N * 160b + R * 64b

Table 2: Memory requirements - generic case

We instantiate these generic number for three particular
cases: small domains (up to 20 devices with at most 10 re-
moved /revoked devices), large domains (up to 100 devices
with at most 50 removed/revoked devices) and large do-
mains with frequent device removal (up to 100 devices with
at most 500 removed/revoked devices). The numbers we
obtain are shown in Table 3:

Max. no. devices 20 100 100
No. revoked devices | 10 50 500
Master key list 320B 1600B | 1600B
Auth. ticket 288b 288b 288b
Auth. cred. set 1040B | 5200B | 5200B
LRL size 480B 2400B | 6000B

Table 3: Memory requirements - specific scenarios

One limitation of our architecture is that public key au-
thentication is still required for device registration. How-



ever, since registration is a rare event, we believe it is accept-
able from the user’s point of view to have a rather slow de-
vice registration process, as long as all further device interac-
tions (once the device is part of the domain) are lightweight
and fast.

Another limitation is related to the domain size. Given
the key pre-distribution scheme we employ, the size of the
authentication credentials set for a given device is propor-
tional to the maximum number of devices in the domain.
Thus, given the storage constraints associated with CE de-
vices, the maximum domain size is restricted to tens, maybe
hundreds of devices. However, this should not be much of
a problem, given that our protection architecture is specifi-
cally designed for home networks. For other types of DRM
domains (for example, a university campus, or a large com-
pany), alternative protection architectures need to be con-
sidered.

Finally, our architecture makes use of global device iden-
tifiers, which in theory could allow content owners to track
content consumption. We believe that the best option for
consumer privacy protection is through an appropriate le-
gal framework that would regulate such tracking. This is
particularly important, given the fact that even without
global identifiers, content consumption tracking is still pos-
sible given the architectural design of existing home content
delivery networks (for example, a cable operator may be
able to track pay-per-view requests by simply recording the
origin of the requests). Furthermore, it is always possible
to extend our basic protection architecture with privacy-
enhancing features, as suggested in [7].

6. RELATED WORK

The concept of Authorized Domain (AD) has originated
from work on content protection in the home environment
[20, 10, 13]. Early content protection mechanisms did little
to address issues such as consumer convenience and “fair
use”; they could also support only a limited number of busi-
ness models. Home content delivery networks were meant
to fix these problems: the idea was to allow content shar-
ing among devices owned by the same household without
restrictions (or at least with as few restrictions as possi-
ble), but to carefully control content sharing between dif-
ferent households. The Digital Video Broadcasting (DVB)
[1] standardization body later called this the “Authorized
Domain” concept [9]; based on this concept, a number of
home content delivery architectures have been proposed [4,
3, 24, 22].

The SmartRight system [4] has been proposed by Thomp-
son Electronic, and relies on smart cards modules incorpo-
rated into CE devices. Their security architecture shares
a number of features with ours, in the sense that basic
compliance checking also relies on public key certificates is-
sued by a licensing organization. Once devices are accepted
in one domain, they all share the same symmetric domain
key which is used to encrypt the protected content. Since
adding/removing devices requires changing that key, this
protection scheme works well only when there is continu-
ous network connectivity among all devices in the domain.
Another drawback of this approach is that revoking devices
part of the domain requires changing the domain key, which
affects all devices.

The xCP architecture [3] has been proposed by IBM, and
is based on broadcast encryption. The compliance checking

protocol in xCP is based on the broadcast encryption algo-
rithms introduced in [19]; because this only involves sym-
metric key operations, xXCP compatible devices do not re-
quire hardware cryptographic accelerators, which is a great
economical advantage. In this context, it is interesting to
point out that our architecture accomplishes the same thing
(it does not require cryptographic hardware accelerators on
compliant devices), without making use of broadcast en-
cryption and asymmetric cryptographic operations for intra-
domain authentication.

The system model we introduce in this paper is based on
the specification in [24]. However, [24] only lists a number of
functional requirements and possible design options, without
going into details about protocols and security mechanisms.

Finally, [22] describes an architecture supporting delega-
tion of authorization to personal electronic devices used for
electronic transactions. Although this is not directly re-
lated to content delivery for home networks, some of the
delegation protocols described in [22] can be incorporated
in “Authorized Domains” architectures.

7. CONCLUSION

We have described a security architecture for the “Autho-
rized Domains” framework. Central to our design effort is a
novel compliance checking protocol which allows individual
device authentication in a loosely connected network envi-
ronment, with minimal reliance on public key cryptographic
operations. In addition to this, our architecture supports
efficient and flexible revocation of compromised devices: re-
voking one compromised device in the domain, does not re-
quire performing a key update for all devices in the domain.

As for future work, recognizing the importance of con-
sumer privacy, we intend to extend our architecture by in-
corporating privacy protection mechanisms, as suggested in
[7].

8. ACKNOWLEDGMENTS

The authors would like to thank Peter Lenoir, Paul Koster,
and all the anonymous reviewers for their constructive com-
ments on this paper.

9. REFERENCES

(1] DVB - The Digital Video Broadcasting Consortium.

http://www.dvb.org/.

[2] Secure Hash Standard. FIPS 180-1, Secure Hash

Standard, NIST, US Dept. of Commerce, Washington
D. C. April 1995.

[3] xCP Cluster Protocol.
http://www.almaden.ibm.com/software/ds/
ContentAssurance/ papers/xCP_DVB.pdf.
Smartright technical white paper.
http://www.smartright.org/images/SMR/
content/SmartRight_ tech_whitepaper_jan28.pdf, Jan.
2003.

C. Boyd. A Class of Flexible and Efficient Key

Management Protocols. In Proc. 9th IEEE Computer

Security Foundation Workshop, 1996.

[6] M. Burrows, M. Abadi, and R. M. Needham. A logic
of authentication. ACM Trans. Comput. Syst.,
8(1):18-36, 1990.

[7] C. Conrado, F. Kamperman, G. J. Schrijen, and
W. Jonker. Privacy in an Identity-based DRM System.

4

—_—
&



In Proc. 14th Intl. Workshop on Database and Ezpert
Systems Applications, pages 389-395, Sept. 2003.

(8] B. Crispo, B. Popescu, and A. Tanenbaum.
Symmetric key authentication services revisited. In
Proc. 9th Australasian Conference on Information
Security and Privacy, July 2004.

[9] Call for proposals for content protection & copy
management technologies, July 2001.

[10] A. Eskicioglu and E. Delp. An overview of multimedia
content protection in consumer electronic devices.
Signal Processing: I'mage Communication,
16(5):681-699, April 2001.

[11] A. Eskicioglu, J. Town, and E. Delp. Security of
Digital Entertainment Content from Creation to
Consumption. Signal Processing: Image
Communication, 18(4):237-262, April 2003.

[12] A. Fiat and M. Naor. Broadcast Encryption. In
Advances in Cryptology - CRYPTO ’93, pages
480491, 1993.

[13] F.L.A.J. Kamperman and S.A.F.A.van den Heuvel and
M.H.Verberkt. Digital Rights Management in Home
Networks. In Proc. IBC 2001, pages 70-77, Sept. 2001.

[14] J. A. Halderman. Evaluating New Copy-Prevention
Techniques for Audio CDs. In Proc. 2002 ACM
Workshop on Digital Rights Management, 2002.

[15] J. Kohl and B. Neuman. The Kerberos Network
Authentication Service (Version 5). Technical report,
IETF Network Working Group, 1993. Internet
Request for Comments RFC-1510.

[16] H. Krawczyk, M. Bellare, and R. Canetti. RFC 2104 -
HMAC: Keyed-Hashing for Message Authentication.
Internet RFC 2104, Feb. 1997.

[17] J. B. Lotspiech, S. Nusser, and F. Pestoni. Broadcast
encryption’s bright future. IJEEE Computer, 35(1),
2002.

[18] A. Menezes, P. van Oorschot, and S. Vanstone.
Handbook of Applied Cryptography. CRC Press, 1996.

[19] D. Naor, M. Naor, and J. Lotspiech. Revocation and
Tracing Schemes for Stateless Receivers. In Advances
in Cryptology - CRYPTO 01, pages 41-62, 2001.

[20] M. Ripley, C. Traw, S. Balogh, and M. Reed. Content
Protection in the Digital Home. Intel Technology
Journal, 6(9):49-56, 2002.

[21] B. Rosenblatt, B. Trippe, and S. Mooney. Digital
Rights Management, Business and Technology. M&T
Books, 2002.

[22] S. Sovio, N. Asokan, and K. Nyberg. Defining
Authorization Domains Using Virtual Devices. In
SAINT Workshops 2003, pages 331-336, 2003.

[23] S. G. Stubblebine and R. N. Wright. An
Authentication Logic with Formal Semantics
Supporting Synchronization, Revocation, and
Recency. IEEE Trans. Softw. Eng., 28(3):256-285,
2002.

[24] S. van den Heuvel, W. Jonker, F. Kamperman, and
P. Lenoir. Secure Content Management in Authorized
Domains. In Proc. IBC 2002, pages 467-474, Sept.
2002.

[25] C. Wong, M. Gouda, and S. Lam. Secure Group
Communications Using Key Graphs. In Proc. of the
ACM SIGCOMM, pages 6879, 1998.

APPENDIX

A. A LOGICAL PROOF OF THE PROTO-
COL INTRODUCED IN SECTION 4.2.2

In this section we examine the security of the device to de-
vice authentication protocol we introduced in Section 4.2.2.
For our analysis we use the BAN [6] logic that has been ex-
tended as suggested by Wright and Stubblebine in [23] in
order to formalize revocation and dealing with keyed hash
functions. Both concepts are not present in the original
BAN logic. We will not get into the details of this logic,
assuming the reader is familiar with it.

We had to extend the original BAN logic with a new for-
mula and two new postulates. The formula expresses the
statement saying that a principal A checked the revocation
list issued by S about key K and the key is not present in
the list (thus K is valid)

Revocation

~(AE-(SE X))

Concerning the postulates, the first extend once said in be-
lief if the statement has not been revoked after it has been
uttered. The second states that assuming f a keyed hash
function over any number of input, the key obtained by ap-
plying such a function on these inputs is trusted as long as
one of the input is a trusted secret and one is a fresh nonce.

Revocation-check postiilate

AESKX,~(AE-(SEX))
AESEX

Key-derivation postulate

AEAK B AER(N)

AFEAf("’K’N")B

We start our analysis from the idealized version of the
protocol, as required by the logic, recalling that the messages
and parts of messages in cleartext are omitted, since they
do not contribute to the logical properties of the protocol.
The idealized protocol is shown in Figure 2, where S stands
for the AD manager. IDgomain, GDIgevice, and LDIeyice
are omitted because their purpose is to identify the sender
and receiver of the message, and this indication is already
captured by the specification of the principals (A and B) in

. Kpa
the other constructs (i.e. A = B).

Kpa

(2) B— A: {A = B}k,

K
(3) A—B: {A 2° Blips,{Ns, A5 B}k

(4) B— A: {N.,A< By

Figure 2: Idealized device-to-device authentication
protocol

The analysis consists of starting from assumptions that
represent the beliefs of the parties when the run of the pro-
tocol starts and by applying the postulates of the logic veri-
fying if the goal of authentication is achieved. This goal can



