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Preface

Information retrieval (IR) is concerned with the effective and efficient retrieval
of information based on its semantic content. The central problem in IR is the
quest to find the set of relevant documents, among a large collection, containing
the information sought, thereby satisfying a user’s information need usually ex-
pressed in a natural language query. Documents may be objects or items in any
medium: text, image, audio, or indeed a mixture of all three.

This book contains the proceedings of the Third Furopean Summer School
in Information Retrieval (ESSIR 2000), held on 11-15 September 2000, in Villa
Monastero, Varenna, Italy.

The event was jointly organised by the Institute of Multimedia Technolo-
gies of the CNR (National Council of Research) based in Milan (Italy), the
Department of Electronics and Computer Science of the University of Padova
(Ttaly), and the Department of Computer Science of the University of Strath-
clyde, Glasgow (UK). Administrative support was provided by Milano Ricerche,
a consortium of industries, research institutions and the University of Milano,
whose purpose is to provide administrative and technical support for the research
and development activities of its members.

This third edition of the European Summer School in Information Retrieval
is part of the ESSIR series which began in 1990. The first was organised by
Maristella Agosti of the University of Padova and was held in Bressanone (Italy)
in 1990. The second ESSIR was organised by Keith van Rijsbergen of the Uni-
versity of Glasgow (UK) and held in Glasgow in 1995, in the context of the IR
Festival.

At the time of the first ESSIR, the Internet did not exist, so there is no website
available for this event, but from its second edition a web presentation has been
made available: the URL for ESSTR’95 is: http://www.dcs.gla.ac.uk/essir/,
and the URL for ESSIR 2000 is: http://www.itim.mi.cnr.it/Eventi/
essir2000/index.htm. These websites contain useful material. In particular,
the ESSIR 2000 website contains copies of the material distributed at the school
(presentation, notes, etc.).

The aim of ESSIR 2000 was to give participants a grounding in the core
subjects of IR, including methods and techniques for designing and developing
IR systems, web search engines, and tools for information storing and querying
in digital libraries. To achieve these aims, the program of ESSIR 2000 was or-
ganised into a series of lectures divided into foundations and advanced parts as
reported in the next section. The lecturers were leading European researchers
(with only one non-European exception), their course subjects strongly reflecting
the research work for which they are all well known.

ESSIR 2000 was intended for researchers starting out in IR, for industrialists
who wish to know more about this increasingly important topic and for people
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working on topics related to the management of information on the Internet.
This book, distributed at the school in draft form to incorporate in the final ver-
sion useful participants’ comments, contains 12 chapters written by the school’s
lecturers, providing surveys of the state of the art of IR and related areas.

Book Structure

The ESSIR 2000 programme of lectures and this book are divided into in two
parts: one part on the foundations of IR and related areas (e.g. digital libraries),
and one on advanced topics.

The part on foundations contains seven papers/chapters. In Chap. 1, Keith
van Rijsbergen introduces some underlying concepts and ideas essential for un-
derstanding IR research and techniques. He also highlights some related hot areas
of research, emphasising the role of IR in each. In Chap. 2, Norbert Fuhr presents
the main mathematical models of IR. This paper provides the theoretical basis
for representing the informative content of documents and for estimating the rel-
evance of a document to a query. In Chap. 3, Paraic Sheridan and Carol Peters
detail the issues and proposed solutions for multilingual information access in
digital archives. Chapter 4, by Stephen Robertson, addresses the topic of evalu-
ation, a very important aspect of IR. In Chap. 5 and 6, Alan Smeaton and John
Eakins address issues and techniques related to indexing, browsing and search-
ing multimedia information (audio, image, or digital video). Finally, in Chap. 7
Ingeborg Solvberg covers the basics and the challenges of digital libraries.

The part on advanced topics contains five papers/chapters. In Chap. 8, Peter
Ingwersen concentrates on user issues and the usability of interactive IR. Chap. 9,
by Fabio Crestani and Mounia Lalmas addresses the use of logic and uncertainty
theories in IR. Closely related is Chap. 10, by Gabriella Pasi and Gloria Bor-
dogna, which presents the area of research that aims at modelling the vagueness
and imprecision involved in the IR process. In Chap. 11, Maristella Agosti and
Massimo Melucci address the use of IR techniques on the Web for searching and
browsing. Finally, in Chap. 12, Yves Chiaramella addresses the issues related to
indexing and retrieval of structured documents.
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Getting into Information Retrieval

C.J. “Keith” van Rijsbergen

Department of Computing Science, University of Glasgow
Glasgow G12 8QQ, Scotland
keith@dcs.gla.ac.uk

Abstract This is a general introduction to Information Retrieval con-
centrating on some specific topics. I will begin by setting the scene for
IR research and introduce its extensive experimental evaluation meth-
odology. I will highlight some of the related areas of research which are
currently in fashion emphasising the role of IR in each. For each in-
troductory topic I will illustrate its relevance to IR in the context of a
multimedia and multi-lingual environment where appropriate. 1 will also
try and relate these topics to the other papers contained in this volume.
My main purpose will be to introduce some underlying concepts and
ideas essential for the understanding of IR research and techniques.

1 Introduction

As one who has been involved in information retrieval research since about 1969
it is wonderful to see how some of our work has been absorbed and adopted by
a number of technologies. In particular it is fascinating to see how the devel-
opment of the Web has spawned a number of exciting and unique IR research
problems. In this paper I hope to touch on some of these but always from the
perspective of an IR researcher who is looking to make connections between the
IR research methodology and the interests of those focused on other technologies.
For example, it is clear to us in the IR community that the web represents an
emerging technology which encompasses much more than information retrieval,
nevertheless, some of its important problems relate specifically to IR.

The history of IR is long and fraught [42]. For many years it was unclear
whether it was a subject at all, then when it became a subject, it was claimed
by both Information Science and Computer Science. Although in the early days
during the 50’s and 60’s this difficulty was responsible for a number of frustra-
tions, for example the unwillingness of librarians to accept hard experimental
results, it now is also one of its strengths. We interact fruitfully, the information
science community guarding us against technological, or system-based excesses,
the computer science community representing a hard-nosed approach to exper-
imental designs and being forced into taking user-interface issues seriously. A
marriage made in heaven!

For years I have advocated the interplay of theory, practice, and experiment.
My first serious attempt to talk about this was probably in a seminar presenta-
tion I gave in 1977 where I quoted the following from Freud:

M. Agosti, F. Crestani, and G. Pasi (Eds.): ESSIR 2000, LNCS 1980, pp. 1-20, 2000.
®© Springer-Verlag Berlin Heidelberg 2000



2 C.J. “Keith” van Rijsbergen

(During my 1977 talk, Robert Fairthorne', one the pioneers of IR was in the
audience, and clearly taken with my three way balancing act drew the above
cartoon.)

..., I think ... that the great problems of the universe and of science
have the first claim on our interest. But it is as a rule of very little use to
form an express intention of devoting oneself to research into this or that
great problem. One is then often at a loss to know the first step to take.

It is more promising in scientific work to attack whatever is immediately

before one and offers an opportunity for research. If one does so really

thoroughly and without prejudice or preconception, and if one has luck,
then since everything is related to everything, including small things to
great, one may gain access even from such unpretentious work to a study

of the great problems

I still largely agree with this slogan, or motto. Curiously I would claim that
considerable progress in IR has been made precisely because IR researchers took
seriously the solving of “whatever is immediately before” us. The theoretical
models and breakthroughs largely arose out of detailed experimentation, and
new models sometimes arose out of the failure of existing models to deliver the
anticipated experimental performance. For example the failure of probabilistic-
ally based term dependence models to show improvement in effectiveness over
simpler independence models has lead to a number of alternative approaches.

2 Some Meta-thoughts on IR

It seems to me that it is possible to characterise the IR viewpoint in a number
of ways. To begin with no a priori assumptions are made about structure or

! Sadly Fairthorne has recently died, he was fondly known to some as the “frog-prince.”
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process, unless given by the raw data or some external constraints. This is most
obvious when it comes to classifications; these are intended to reflect the inherent
structure in the data and are not imposed. When it comes to features/attributes,
relevance, or aboutness a categorical view is not always taken, that is, a docu-
ment is not either relevant or not-relevant, a document is not either about X
or not about X, etc. Processes in IR are usually adaptive making them user-
driven and context dependent, this is particular evident in relevance feedback.
The semantics of objects are defined by the data, in other words, it is the distri-
bution both within a document and across documents that give the “meaning”
of terms. IR on the whole makes no claims about Knowledge we tend to work
with notions of Information and as such consider the probability of propositions
to be indefinitely revisable in the light of the weight of evidence. (This is an issue
in the Bayesian context when P(X) = 1; as an exercise the reader might like to
do a Bayesian revision of a proposition X whose probability is one in the light
of some new evidence.). Following from this we tend to work with contingent
truths rather than necessary truth, and of course this effects the kind of logics
we are interested in. Finally, a trend that has emerged in the last few years is
that interactions with IR systems can be based on ostensive manipulation and
definition, that is, systems react to what a user does, or points to, not only to
what the user says or writes.

3 Practice, Experiments, and Theory
Let me say a little more about these three disparate activities in IR.

Practice. A huge amount of operational retrieval using the web takes place,
and a lot of it is woeful. A major practical challenge for IR is to influence the
design of search engines so that retrieval performance goes beyond what you
get by just submitting a 2.4 word query. In electronic publishing, as pursued by
the large publishers for example, much multimedia data is conveniently made
available but unfortunately the search capabilities are mostly inadequate. Com-
merce seems have discovered the knowledge economy and so data mining and
knowledge discovery are the flavour of the month. Of course there is a long his-
tory in IR using statistical techniques to model significance and dependence. If
one thinks about the provision of materials for distance learning whether they be
text, image or graphics, then once large repositories of such information becomes
available a major issue will be its retrieval. Many of these issues, especially those
concerned with standards, are now addressed in the context of Digital Libraries
(see Sglvberg, this volume).

Ezperiments. There is a long and honourable tradition of experimental work in
IR. Cyril Cleverdon one of the pioneers, together with Jack Mills and Michael
Keen produced a series of reports, initially the Cranfield I (1960) study followed
by a more substantial study in 1966 [10], “Factors determining the performance
of indexing systems.” These projects can claim to be responsible for founding
the experimental approach that is now know as the “Cranfield Paradigm,” it
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to this day continues in the extremely successful series of experiments known
as TREC (see http://trec.nist.gov). To understand the difficulties associ-
ated with designing test collections for IR one may read the report by Sparck
Jones and Van Rijsbergen [41]. Future experimenters are encouraged to examine
the approach to experimentation in IR thoroughly. A classic summary of the
IR approach can be found in the collection of papers edited by Sparck Jones,
“Information retrieval experiment” in 1981.

Theory. Much theory in IR has come about through “knob twiddling,” this
generally means adjusting a set of parameters for a given retrieval model and
observing the effect on retrieval performance. Of course this can lead to mind-
less experimentation but it has also led to new variants of statistical models.
Dissatisfaction with a given model, often because of poor retrieval, has led to
proposals for new models embodying such disparate approaches as Bayesian In-
ference, Clustering, Non-classical Logic, Dempster Shafer Theory of Evidence,
etc. Considerable theoretical work has also gone into the design of evaluation
measures, that is, ways to mathematically, represent retrieval effectiveness, to
average it, and to establish statistical significance. Two recent papers worth
looking at demonstrating that the debate over effectiveness measures contin-
ues are [21] and [58]. Ever since the time of Cleverdon, Precision and Recall
have been favoured. Unfortunately recall is not always readily available, think
of retrieval from the Web, nor is precision always appropriate in dynamic task-
oriented environments. To pursue this problem I recommend a look at [17].

4 IR System Architecture

Figure 2 shows a traditional view of an IR system. I believe that since the early
seventies we have displayed it this way, and it has been used regularly ever since
in papers on IR, just like I am doing now. It highlights one of the central concerns
of IR, namely, Relevance Feedback. Of all the techniques invented to enhance
retrieval effectiveness, relevance feedback is perhaps the most consistently suc-
cessful. For a detailed overview see the survey article by [43]. A side-effect of
this success has been to concentrate on system’s development to improve and
generalise relevance feedback perhaps to the detriment of actual user studies.
It is common knowledge that many users do not understand relevance feedback
and are not good at using it. Furthermore, when the initial input to the feedback
cycle is poor, as it often is in Web searches, a sophisticated feedback mechanism
is not much use: telling the IR system that all the retrieved documents are non-

relevant is not helpful, the prior probability of such a retrieval is already very
high.

5 The Twelve Dimensions of IR

[ originally [50] designed the table in Table 1 as a way of comparing databases
with information retrieval, however over time this comparison has become more
generic. The differences between DB and IR have become less marked. I now
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view this table as a way of focussing attention on a number of salient dimen-
sions that span research in areas such as IR, databases, data-mining, knowledge
discovery etc. It enables me to discuss IR research in a limited and constrained
way without taking on the whole subject. In what follows I will address each one
of these dimensions and describe where we are with research in that area. For
a more recent discussion of this table in terms of data and document retrieval
I recommend David Blair’s book, Language and Representation in Information
Retrieval, Elsevier, 1990.

6 Matching

Fundamental to any retrieval operation is the notion of matching. One can track
progress in IR in terms of the increased sophistication of the matching function.
Typically these functions are the consequence of a model of retrieval. For ex-
ample the Boolean matching, and the Logical Uncertainty Principle (LUP) (see
the paper by Crestani and Lalmas, this volume) both presuppose an elementary
model and proof theory from formal logic. In the case of the LUP an assump-
tion is made about how to measure partial entailment. There are four major
IR models?, vector-space, probabilistic, logical, and Bayesian net. Each has its
corresponding matching function, for example the vector-space model predomin-
antly uses the cosine correlation or one of its variants. Optimality criteria come

2 A fifth model based on the ASK (Anomolous State of Knowledge) hypothesis does
not really fit into this scheme, I will return to it in the section on models.



