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Preface

Collaboration with research workers has been a source of satisfaction to us
as practicing statisticians. It has put us in touch with a wide variety of
investigations and has stimulated us by intellectual contact with many
investigators. We have certainly learned from them, and they have sometimes
learned from us. This book owes much to such interaction. It is written for
those who collect data and try to make sense of it, and it is an introduction
to those ideas and techniques that /we have found especially useful.

For a number of years we have used preliminary versions (in the form of
notes) of this book in teaching engineers, chemists, biologists, statisticians,
and other scientists at the University of Wisconsin and Princeton University.
We have also used this material in courses for professional societies, industry.
and government. It is neither a cookbook nor a textbook on mathematical
statistics. It is an introduction to the philosophy of experimentation and the
part that statistics plays in experimentation.

Actual problems are never so straightforward that they can safely be
solved mechanically. Therefore we emphasize the necessity for thinking
about the real nature of the scientific problem itself, for mulling over data
plots and ‘other graphical displays, as well as for understanding poten-
tially useful statistical principles and their practical consequences. We
point out possible difficulties caused by the violation of assumptions. such
as the lack of independence of data. Furthermore we discuss ways by which
such difficulties may be overcome. To illustrate principles we use both real
and constructed data. For example, when the analysis of variance is first
introduced, we snmphfy a real set of data so that all the values required in the
analysis are whole numbers. Special emphasis is placed on the design of
experiments because this is the most valuable aspect of statistical method.
Frequently conclusions are easily drawn from a well-designed experiment,
even when rather elementary methods of analysis are employed. Conversely.
even the most sophisticated statistical analysis cannot salvage a badly
designed experiment.

Vil
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Statistical theory is introduced as it becomes necessary. Readers are
assumed to have no previous knowledge of the subject; and although the
book presents a properly sophisticated view of the philosophy of scientific
investigation and the part played by statistical design and analysis, the
mathematics needed is elementary. In particular, calculus does not appear in
the main body of the text and is not needed to understand and use the book.
Even more important than learning about statistical techniques is the
development of what might be called a capability for statistical thinking.
We hope this book will serve as a vehicle for this purpose. To help convey
this facet of statistics, which is a challenge to the instructor, we have included
several different types of questions and problems. In addition to exercises
throughout the text, there are review questions at the end of each chapter, and
problems at the end of each part of the book.

In addition to experimenters, others will find this book useful, for example,
those who assess reported findings (Do the data really support these claims?),
managers who direct research projects (What is the best way to approach this
investigation?). and statisticians who work with experimenters (What is the
best method of design and analysis for this problem?).

A typica! une-semester college course might include-fairly complete cover-
age of the first three parts of the book (Chapters 1-13) and a selection of
topics from the fourth part (Chapters 14-18). Although this book is primarily
intended for use as a text, we have also kept in mind the reader who will use
it for self-instruction and/or as a reference.

Special Notes to the Reader

The questions at the end of each chapter reflect its contents and can be used
in two ways: You can consider them for review afier reading the chapter, or
you can study them before reading the chapter to help identify key points.
Y ou may also find it helpful to use the problems listed at the end of each part
of the book to guide your reading. _

As you apply the ideas in this book, and especially if you meet with spec-
tacular success or failure, we shall be interested to learn of your experience.
We have tried to write a book that is useful and clear. If you have suggestions
about how it can be improved, please write to us. As Chapter | suggests, we
believe in iteration.
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CHAPTER 1

Science and Statistics

1.1. THE LEARNING PROCESS

Scientific research is a process of guided learning. The object of statistical
methods is to make that process as efficient as possible.
Learning is advanced by the iteration illustrated in Figure 1.1. An initial
hypothesis leads by a process of deduction to certain necessary consequences
" that may be compared with data. When consequences and data fail to agree,
the discrepancy can lead, by a process called induction, to modification of
the hypothesis. A second cycle in the iteration is thus initiated. The conse-
quences of the modified hypothesis are worked out and again compared with
. data (old or newly acquired*) that in turn can lead to further modification
and gain of knowledge.

This process of learning can also be depicted as a feedback loop (Figure
1.2) in which the discrepancy between the data and the consequences of
hypothesis H, leads to the modified hypothesis H,, H, leads to H;, and
SO on.

Nursery School Example

In a certain nursery school the teacher was pouring juice into cups for the
children, who were sitting around a table. The teacher asked what would
happen if, rather than stopping, she just kept pouring the juice into one of
the cups. One child said the juice would fly up to the sky, and all the other
children, except one, agreed. The one dissenting child (very likely drawing
on her own past experience) said the juice would overflow and run down
onto the table. The teacher took the opportunity to perform the experiment
and demonstrate what actually happens. Learning took place that morning.

* In most of our applications the data acquiring process is scientific experimentation, but it
could be a walk to thc library to unearth already existing information or the conduct of a sample
survey.
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data (facts, phenomena)

£

deduction induction deduction inductibn

“hypothesis (conjecture, model, theory)
FIGURE 1.1. The iterative learning process. -

Chemical Example

A chemist might have the following learning experience.

Hypothesis | Because of certain properties of a newly discovered cata-
and its lyst, its presence in a particular reaction mixture would
deduced probably cause chemical 4 to combine with chemical B

consequences to form, in high yield, a valuable product C.

The chemist has a tentative hypothesis and deduces its consequences, but
he has no data on which to verify or deny its truth because, as far as he.can
tell from discussion with colleagues and careful examination of the literature,
no one has ever performed the operation in questlon He therefore decides
to run some experiments.

Experimental A run is made at carefully selected reaction conditions.

design 1 In particular, the chosen reaction temperature is 600°C.
data
BRI i )
e |
: : modified |
induction > hypothesis H, :
BT SN o
i ik consequences
hypothesis H, deduction =3 of H,

L

hypothesis H, replaces H,
FIGURE 1.2. The learning process as a feedback loop.



