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The teaching objective of this seventh edition of Introduction to |

Probability and Statistics is to provide a connected introduction to |
statistics that presents statistical inference, the objective of statis-

i tics, as its theme. To achieve this objective, the seventh edition |

retains the features of earlier editions, slightly modified, with some |

substantial changes. These changes include the following.

1. “Useful Mathematical Notation” (formerly Chapter 2) has been |

moved to the back of the text as Appendix Il.

2. A data set consisting of the diastolic and systolic blood pres-

' sures of 966 males and 945 females, ages 15 through 20, has been

added as Appendix |. These data, which represent part of a large |

study conducted by the National Institutes of Health, form the basis

of the case study in Chapter 2, and they are used in exercises |

throughout the text.

3. Stem and leaf diagrams and the box plot method for identify-
ing outliers have been added to Chapter 2.

4. 0ld Chapter 7, which included material on the normal distri-
bution and sampling distributions, has been split into two chapters: |
Chapter 6 (the normal distribution) and Chapter 7 (sampling distri- |

butions). The material on sampling distributions has been substan-

tially increased.

5. The Poisson approximation to the binomial probability distri- |

bution has been added as an optional section in new Chapter 6.

6. Chapter 12, a multiple regression analysis, has been improved |
by the addition of three new examples early in the chapter. Data |

are presented implying a curvilinear relationship between y and x.

Second-order and exponential models are proposed for fitting the
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' data, and the computer outputs of the regression analyses are dis-
' cussed for each. A brief section on a stepwise regression analysis
" has also been added, as well as a section identifying the problems
" introduced by model selection, multicollinearity, and so forth.

7. The Kruskal-Wallis H test and the Friedman F, test, nonpara-
' metric tests used for detecting differences in locations of more than
' two population distributions, have been added to Chapter 16.
' These tests provide nonparametric alternatives to the parametric
- analyses of variance for the completely randomized and random-
' ized block designs of Chapter 15.

8. Three new case studies, which introduce the chapters and are
then discussed in separate sections, have been added.

9. Many new applied exercises, based on newspaper, magazine,
or research articles, have been added to provide a varied assort-

ment of 1,300 exercises from which to choose. Exercise sets at the |
ends of sections have been divided into those that deal with
straightforward applications of the methodology (basic techniques)
and those that are “word problems” and are concerned with appli-

| cations.

1. Connectivity: The goal of the text is to present an introduction |
to statistical inference. Each chapter begins by explaining how the

. chapter material plays a role in achieving this objective and why its
' study is necessary. At various points in the text we take time to tie

the chapter topics together and to summarize how they play a role
in statistical inference.

2. Motivation: The author believes that there are two ingredients
needed to motivate students to study statistics. They need to be

. able to understand how statistics works and to see how it can be
. applied in the real world of work.

The connective approach to the subject of statistical inference, |
repetition of the objective of statistics, and repeated explanations
of how various topics support this objective help to provide under-
standing of the subject. The varied applications of statistical infer-
ence, in the biological, social, and physical sciences, in business,
engineering, medicine, and law, provide convincing evidence that |
statistics is used in the real world and that learning statistics is

- worthwhile.

3. Pedagogy: Some of the pedagogical devices employed in this
. text have just been described. In addition to these, case studies—
| human interest applications of statistics that introduce each chap-
' ter—are provided to pose a question and to stimulate interest in |
- the chapter's topic. After the student has covered the appropriate
. chapter material, we show (in a separate section) how the chapter

methodology can be used to answer the case study question.
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Definitions and methods are boxed. Key sentences in the body

- of the text (the type outlined by some students with a highlighter)

are shown in bold with a color bar to the left to assist in review and
study. Tips on problem solving are boxed and inserted at key points
to improve the student’s problem-solving techniques.

Exercises are graduated in difficulty so that all students can solve
some of them, a substantial number can solve most, and a few of
the best students are challenged to solve all without error. Symbols
are used to identify areas of application in business, industry, and
the sciences. A thorough knowledge of definitions and concepts is
essential before students attempt the exercises. Unannounced
quizzes are very effective in helping the student learn the new
language of statistics.

A semiprogrammed study guide to help students who have in-
dividual difficulties with the subject matter is available. This study
guide, now in its seventh edition, has benefited from considerable
user experience. An exercise solutions manual for instructors and a

| partial solutions manual for students are also available.

The preparation of a text and its subsequent new editions is always
a team effort, and | am fortunate to have had the assistance of
many talented people. The late William Miller and Paul Benson of
Bucknell University helped develop and test the first edition and
made comments concerning its revision. Numerous reviewers aided
in the writing of the second, third, fourth, fifth, and sixth editions.
They include John T. Webster, William Brelsford, Robert Crovelli,
Douglas Chapman, Arthur Coladarci, the late Paul Meyer, Joyce
Curry, Frank Deane, Roy E. Myers, P. V. Rao, Dennis D. Wackerly, and
John N. Quiring. The following reviewers provided detailed com-
ments on this manuscript: Michael Burke, College of San Mateo; S.
Cheng, University of Manitoba; Dale O. Everson, University of
Idaho; Rudy J. Freund, Texas A & M; David Groggel, Miami Univer-
sity; Donald K. Hotchkiss, lowa State University; Kermit Hutcheson,
University of Georgia; Donald R. LaTorre, Clemson University; Don-
ald Ramirez, University of Virginia; Kirk Steinhorst, University of
Idaho; Bill Stines, North Carolina State University; Leonard Sweet,
The University of Akron; and Shie-Shen Yang, Kansas State Univer-
sity. A special note of appreciation is extended to Barbara Beaver
for detailed line-by-line critique and for preparing the solutions
manual for this and other editions. | would also like to express my
appreciation to the production and editorial staffs of Duxbury
Press. Thanks are also due to E. J. Pearson, A. Hald, W. H. Beyer, R.
A. Wilcox, and the Biometrika Trustees for their kind permission to
use tables reprinted in Appendix lll. | am indebted to the typists
who have given their best and endured the worst: Florence Valen-



viii Preface

' tine, who typed the original draft of the manuscript; Angie Anas-
' tasia and Gay Midelis, who prepared the second revision; Mary
' Jackson and Catherine Kennedy, who typed the third edition; Ellen
' Evans, who typed the fourth; Carol Rozear, who typed the fifth |
~edition; Brenda Dobson, who typed the sixth edition; and Carol
- Springer, who typed drafts of the current edition. Finally, as before, |
' | acknowledge the assistance of my family and their partnership in
- this writing endeavor.

William Mendenball
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CHAPTER

I

General
Objective

Specific
Objectives

WHAT IS

STATISTICS?

®,
0.0

The purpose of this chapter is to identify the nature of statistics, its
objective, and how it plays an important role in the sciences, in industry,
and, ultimately, in our daily lives.

1. To use a case study to motivate a discussion of statistics.
2. To answer the question, What is statistics? Sections 1.1, 1.2, 1.3, 1.4

3. To identify statistical inference as the objective of modern statistics.
Section 1.3

4. To identify the contributions statistics can make to inference making
based on sample data. Section 1.4

5. To apply the knowledge gained in this chapter to the case study.
Section 1.5

6. To define the basic words and concepts used in statistics. Sections
1.1-1.7



CASE
STUDY

REAPING THE REWARDS
OF REFUNDS

Will court-enforced retail refunds make you rich? Not likely, according
to a Wall Street Journal article (June 9, 1981) that reports on a court
case stemming from a price-fixing indictment. According to the article,
approximately 54,000 persons—customers of Saks Fifth Avenue, Bonwit
Teller, and Bergdorf Goodman during the period 1968 to 1974—may be
due refunds if they can resurrect their receipts and file the necessary
applications. The case raises a serious question about this and other
court-directed refund programs that are often the result of price-fixing
cases. Who profits (other than the attorneys involved in the lawsuit)?
Specifically, how many of the 54,000 customers eligible for refunds will
actually find their receipts and submit the required applications? And
how much of the settlement money will really be distributed to the
eligible customers? To answer these questions, you would need to either
interview all 54,000 customers who are potentially eligible (an impossi-
ble task) or select a sample from the 54,000 and use statistical methods
to estimate the number of people eligible for refunds and the amount
of money that will eventually be refunded.

Our intention here is not to answer the question, Who profits from
refunding? but to present a difficult problem that can be solved using a
very powerful tool, statistics. In this chapter we will describe the objec-
tive of statistics. In particular we will identify the types of problems that
statistical methodology can solve and explain how this valuable tool can
be used to answer some very practical questions. We will return to the
refunding case study in Section 1.5.




