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PREFACE

Modern developments in economic analysis are characterized by at least two
features: A Walrasian-type equilibrium is no longer taken as the ‘‘normal’’ state of
the economy; and the assumption of perfect information for economic agents is no
longer made as a matter of course. Consequently, modern analysis is focused on
behavior characterized by less than perfect information or nonidentical information
for economic agents, such as search, trading out of equilibrium, diverse expecta-
tions, and so forth, Control and system theory can and has contributed to this gen-
eral shift of emphasis of economic analysis by adding new techniques and concepts
to aid dynamic analysis of an economy.

With the objectives of exploring the current and potential areas of interactions of
control and system theory with economics and of fostering active exchange of ideas
among people with different backgrounds, a two-week seminar was organized with
the theme **New trends in dynamic system theory and economics.”” We record here
some of the results of fruitful discussions among the participants of the seminar.
Many topics were discussed, and we have selected some representative papers for
inclusion in this volume.

The seminar was held at the International Center for Mechanical Sciences
(CISM) at Udine, Italy, September 12—23, 1977. We take this opportunity to thank
Dr. Vinicio Turello, the president of CISM, for his generous hospitality and the
CISM staff for their able assistance. We are also indebted to UNESCO and the
Italian Research Council for financial assistance. In particular, the former made
possible the participation of several researchers from developing countries.

The theme of the seminar was purposely broad to permit interactions among
people of different backgrounds. The wide range of interests of participants is re-
flected by the topics covered in the papers. It is difficult to neatly classify the papers
into one or two categories. Some papers could have been classified in several ways.
We have however attempted to give coherence to the organization of the papers and
grouped them into three parts.

In Part I we present papers dealing with information patterns and uncertainty.
Decision problems of agents with different or imperfect information or under uncer-
tainty have been discussed by Bagsar, Aoki, Leitman and Wan, Liu and Sutinen,
Auloge, and Rustem and Velupillai. In Part II, recent advances in optimal control
theory and application of control theory are represented by Blaquiere, Haurie,
Schiavoni ef al. Wiese, Rempala, Idzik, and Wieczorek. Contributions in Part IIT
are on various aspects of disequilibrium analysis. Disequilibrium analysis of a mac-
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xii Preface

roeconomic model is represented by Honkapohja, Disequilibriom analysis of a dif-
ferent sort (reflecting the influence of the approach to the analysis of dynamic pro-
cesses and global analysis by Smale) is discussed in contributions by Cornet, Mar-
zollo et al., Fogelman ez al., St. Pierre, Galeotti, and Birchenhall. The last three
papers may be said to be on ‘‘modern’’ approaches to tatonnement processes.

We turn now to a brief summary of the papers. Bagar gives a detailed analysis of
the properties of Nash and Stackelberg equilibria in dynamic games under several
different information patterns, with emphasis on the role of the information pat-
terns. Aoki discusses schemes for performance improvements by agents with
nonidentical information patterns, which are analogous to stochastic approximation
schemes in a setting of interacting decision processes. In contrast to these two mic-
rodecision problems of individual agents, Leitman and Wan discuss mac-
roeconomic stabilization of an uncertain dynamic economy. Auloge focuses on the
uncertainty of parameter values and treats a more specific problem of estimating
elements of the input—output matrix. Imperfect information is an important factor in
the paper by Liu and Sutinen, who develop two models for the process of exploita-
tion of exhaustible natural resources.

Impulsive control problems arise in diverse application areas such as differential
games and inventory control problems. So far rigorous treatment of impulsive con-
trol problems has been lacking. Blaquiere develops necessary and sufficient condi-
tions for optimal impulsive controls, and Haurie treats an infinite-horizon optimal
control problem. Schiavoniet al. apply periodic control theory as developed by them
to the decision problem of optimal maintenance of machinery in a firm, while Rem-
pala discusses a two-commodity inventory model using dynamic programming.
1dzik generalizes the Farkas lemma and applies it to a nonlinear von Neuman model
to discuss existence of equilibria. Rustem and Velupillai describe an interactive
bargaining process in which each side modifies its own cost functions as bargaining
proceeds, based on limited information on the cost functions of the other side.
Wiese treats games with coalitions and ‘‘diplomacy,’’ a term he uses to denote
evolution of coalitions with respect to the state of the game which is governed by a
set of differential equations.

Wieczorek proves the existence of a competitive equilibrium of an exchange
economy by reformulating it as a game.

Honkapohja extends the earlier works of Barro and Grossman, Malinvaud, and
others on dynamics of disequilibria of a macroeconomic model with flexible wages
and prices. Marzollo ef al. use the notion of cone optimality, a generalization of
Pareto optimality, to discuss the deep connection between the optimality and stabil-
ity problems in a general setting. Galeotti and Gori build upon the works of Smale
and Friedman and discuss stability and convergence of exchange processes with
money. St. Pierre studies a multivalued evolution equation associated with a titon-
nement process. Cornet considers an abstract monotone planning procedure.
Fogelman er al. treat dynamic aspects of the optimal taxation problem. Birchenhall
discusses the Walrasian titonnement process as a gradient process, in the spirit of
Smale.
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NEW TRENDS IN DYNAMIC SYSTEM THEORY AND ECO!

INFORMATION STRUCTURES AND
EQUILIBRIA IN DYNAMIC GAMES

TAMER BASAR

Marmara Research Institute
Applied Mathematics Division
Gebze-Kocaeli, TURKEY

In this paper, we investigate the properties of Nash and Stackelberg
equilibria in deterministic and stochastic dynamic games under several
different information patterns. Emphasis is placed on deterministic and
bartially stochastic dynamic games and static stochastic games. In each
case, first general results are given, and then they are applied on
illustrative examples. A discussion of certain open but promising problems
in this area is also iIncluded.

I. INTRODUCTION

In the modeling and determination of equilibria of several
phenomena in economics, the nonzero-sum dynamic game theory plays a
crucial role, and when seeking equilibria in a noncooperative atmosphere
the Nash and the Stackelberg equilibrium concepts are mostly appropriate.
In this paper,we discuss some of the important recent results found in the
Copyright © 1979 by Academic Press, Inc.
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4 Tamer Bagar

literature in this area within a general framework, and also we present
certain new results on the properties of Nash and Stackelberg equilibria
in dynamic games.

In the next section, we first define what is meant by a (deterministic
or stochastic) dynamic game under a general information pattern, and then
introduce the Nash equilibrium solution concept and three Stackelberg
equilibrium solution concepts. In section III, we deal mostly with
deterministic dynamic games under perfect state observation, and first
introduce and elaborate on the role "representation”™ of a strategy plays
in the equilibria of such game problems. It is claimed that a purely
deterministic formulation is not an appropriate modeling in many situations
since, as it is verified in the paperysuch a modeling results in rather
ambiguous equilibria. In order to resolve this ambiguity, we propose a
partially stochastic model, and we obtain necessary and sufficient
conditions that Nash and Stackelberg equilibria of such dynamic games
should satisfy. A two-stage dynamic game example illustrates several of
the results obtained in this section,.

In section IV, we first deal with static stochastic games with
imperfect observations. We derive the necessary and sufficient conditions
that Nash and Stackelberg equilibria should satisfy, and then specialize
to the case of linear—quadratic—-gaussian models to obtain explicit
closed-form unique expressions for the equilibrium solution in each case.
This section is concluded with a short discussion of some aspects of the
equilibria of stochastic dynamic games under imperfect information and

suggestions for future research.The paper ends with a conclusion section.
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II. A GENERAL FORMULATION FOR DYNAMIC GAMES

In order to formulate a dynamic game properly in general mathematical
terms and within a decision theoretic framework, the following information
must be provided :

(i) The number of players.

(ii) A mathematical description of the interaction of the players
within the system and among themselves, i.e. specification of the function-—
al relationships (deterministic or stochastic) between the state of the
game and the decisions of the players at every stage of the decision
process.

(iii) Information structure for each player, which characterizes the
precise information gained and recalled by that player at every stage of
the game.

(iv) Decision (strategy value) spaces for each player.

(v) Permissible strategies (decision laws) for each player, defined
as mappings from information spaces intc decision spaces.

(vi) An objective functional for each player, that summarizes
(mathematically) the preference ordering of each player among different
alternatives and for each fixed permissible strategy of the remaining
players.

(vii) A mutually consistent and rational equilibrium solution concept

that takes into account (a) the relative influence (power) of each

player on the joint decisions, (b) the permissible information

exchanges among the players, and (c) the hierarchical structure of the



6 Tamer Bagar
decision process.

A salient feature of dynamic games that is not shared in common with
static games is that every player acts more than once and each time under
an updated information concerning the state of the game and/or the past
actions of the other players. In this paper, we will assume a finite
number of players (M>2) and a finite number of stages (N). We let X denote
the state space of the game and t™ denote the decision space of the m'th
player. Both X and v will in general be subsets of appropriate finite
dimensional spaces. If X has a finite number of points, then we say that
the game is a finite state game, and otherwise it is an infinite state
game.

At each stage n, a dynamic game is described mathematically through
a "relation" fn )

wxulxr?x. , xdl P x (1)
which maps the state of the game together with the decisions of the players
at stage n into a permissible state at stage n+l. This relation is
sometimes a real function for each n=0,...,N-1, and we then write it as

M

X (xn,ui,...,un) . 2)

n+1=fn
where xnsx (xn+1€X) is the state of the game at stage n(n+l), and UEEUm
denotes the decision of player m at stage n. A dynamic game whose evolution
is governed by such a relation (2) and whose starting (initial) state X
is known a priori will be called a deterministic dynamic game.

However, more often, the mathematical description (1) is such that

fn is a point-to-set mapping, and transition to any state or region under

any particular relation fn is governed by a probability law. In such a
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situation, (2) is replaced by
M

1
=Fn(xn, UsesUs & ), 3)

X
n+l n

where en is a random variable taking values in O, and it characterizes the
uncertainty in the mathematical description, and F is again a real
function :

xxutx. . xuMe fn X . 4)
Furthermore, the joint probability distribution function of

{xo,eo,...,e } is usually specified. Such a dynamic game whose

N-1
evolution is governed by the stochastic difference equation (3) will be
called a stochastic dynamic game.

The information structure of a dynamic game characterizes, roughly
speaking, what is known to each player concerning the present and/or past
values of the state and/or past decision of the other players. Precise
delineation of the information structure in the formulation of the
problem is a very important issue in dynamic games since, as it will be
verified in subsequent sections, the structure of equilibria in dynamic
games is very sensitive to changes in the nature of the information
available to each player. Let us denote by

Yoty (x ,67) (s)
the observation of player m at stage n concerning the state of the game,
X - Here h: is a real-valued function and Bg is a random variable taking
values in ©. If the probability distribution of 6: is one-point, then
this implies that player m makes a deterministic state observation at

. m . .
stage n; moreover, if hn 1s one—-to-one and onto, then the corresponding

observation is perfect.



