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Preface

The fourth edition of this book continues to demonstrate how to apply probability theory
to gain insight into real, everyday statistical problems and situations. As in the previous
editions, carefully developed coverage of probability motivates probabilistic models of real
phenomena and the statistical procedures that follow. This approach ultimately results
in an intuitive understanding of statistical procedures and strategies most often used by
practicing engineers and scientists.

This book has been written for an introductory course in statistics or in probability and
statistics for students in engineering, computer science, mathematics, statistics, and the
natural sciences. As such it assumes knowledge of elementary calculus.

ORGANIZATION AND COVERAGE

Chapter 1 presents a brief introduction to statistics, presenting its two branches of descrip-
tive and inferential statistics, and a short history of the subject and some of the people
whose early work provided a foundation for work done today.

The subject matter of descriptive statistics is then considered in Chapter 2. Graphs and
tables that describe a data set are presented in this chapter, as are quantities that are used
to summarize certain of the key properties of the data set.

To be able to draw conclusions from data, it is necessary to have an understanding of
the data’s origination. For instance, it is often assumed that the data constitute a “ran-
dom sample” from some population. To understand exactly what this means and what its
consequences are for relating properties of the sample data to properties of the entire pop-
ulation, it is necessary to have some understanding of probability, and that is the subject
of Chapter 3. This chapter introduces the idea of a probability experiment, explains the
concept of the probability of an event, and presents the axioms of probability.

Our study of probability is continued in Chapter 4, which deals with the important
concepts of random variables and expectation, and in Chapter 5, which considers some
special types of random variables that often occur in applications. Such random variables
as the binomial, Poisson, hypergeometric, normal, uniform, gamma, chi-square, ¢, and
F are presented.

xiii
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In Chapter 6, we study the probability distribution of such sampling statistics as the
sample mean and the sample variance. We show how to use a remarkable theoretical
result of probability, known as the central limit theorem, to approximate the probability
distribution of the sample mean. In addition, we present the joint probability distribution
of the sample mean and the sample variance in the important special case in which the
underlying data come from a normally distributed population.

Chapter 7 shows how to use data to estimate parameters of interest. For instance, a
scientist might be interested in determining the proportion of Midwestern lakes that are
afflicted by acid rain. Two types of estimators are studied. The first of these estimates the
quantity of interest with a single number (for instance, it might estimate that 47 percent
of Midwestern lakes suffer from acid rain), whereas the second provides an estimate in the
form of an interval of values (for instance, it might estimate that between 45 and 49 percent
of lakes suffer from acid rain). These latter estimators also tell us the “level of confidence”
we can have in their validity. Thus, for instance, whereas we can be pretty certain that the
exact percentage of afflicted lakes is not 47, it might very well be that we can be, say, 95
percent confident that the actual percentage is between 45 and 49.

Chapter 8 introduces the important topic of statistical hypothesis testing, which is
concerned with using data to test the plausibility of a specified hypothesis. For instance,
such a test might reject the hypothesis that fewer than 44 percent of Midwestern lakes are
afflicted by acid rain. The concept of the p-value, which measures the degree of plausibility
of the hypothesis after the data have been observed, is introduced. A variety of hypothesis
tests concerning the parameters of both one and two normal populations are considered.
Hypothesis tests concerning Bernoulli and Poisson parameters are also presented.

Chapter 9 deals with the important topic of regression. Both simple linear
regression — including such subtopics as regression to the mean, residual analysis, and
weighted least squares — and multiple linear regression are considered.

Chapter 10 introduces the analysis of variance. Both one-way and two-way (with and
without the possibility of interaction) problems are considered.

Chapter 11 is concerned with goodness of fit tests, which can be used to test whether a
proposed model is consistent with data. In it we present the classical chi-square goodness
of fit test and apply it to test for independence in contingency tables. The final section
of this chapter introduces the Kolmogorov—Smirnov procedure for testing whether data
come from a specified continuous probability distribution.

Chapter 12 deals with nonparametric hypothesis tests, which can be used when one
is unable to suppose that the underlying distribution has some specified parametric form
(such as normal).

Chapter 13 considers the subject matter of quality control, a key statistical technique
in manufacturing and production processes. A variety of control charts, including not only
the Shewhart control charts but also more sophisticated ones based on moving averages
and cumulative sums, are considered.

Chapter 14 deals with problems related to life testing. In this chapter, the exponential,
rather than the normal, distribution plays the key role.



Preface XV

In Chapter 15 (new to the fourth edition), we consider the statistical inference tech-
niques of bootstrap statistical methods and permutation tests. We first show how probabil-
ities can be obtained by simulation and then how to utilize simulation in these statistical
inference approaches.

ABout THE CD

Packaged along with the text is a PC disk that can be used to solve most of the statistical
problems in the text. For instance, the disk computes the p-values for most of the hypothesis
tests, including those related to the analysis of variance and to regression. It can also be
used to obtain probabilities for most of the common distributions. (For those students
without access to a personal computer, tables that can be used to solve all of the problems
in the text are provided.)

One program on the disk illustrates the central limit theorem. It considers random
variables that take on one of the values 0, 1,2, 3, 4, and allows the user to enter the prob-
abilities for these values along with an integer 7. The program then plots the probability
mass function of the sum of 7 independent random variables having this distribution. By
increasing 7, one can “see” the mass function converge to the shape of a normal density
function.
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INTRODUCTION TO STATISTICS

1.1 INTRODUCTION

It has become accepted in today’s world that in order to learn about something, you must
first collect data. Statistics is the art of learning from data. It is concerned with the collection
of data, its subsequent description, and its analysis, which often leads to the drawing of
conclusions.

1.2 DATA COLLECTION AND DESCRIPTIVE STATISTICS

Sometimes a statistical analysis begins with a given set of data: For instance, the government
regularly collects and publicizes data concerning yearly precipitation totals, earthquake
occurrences, the unemployment rate, the gross domestic product, and the rate of inflation.
Statistics can be used to describe, summarize, and analyze these data.

In other situations, data are not yet available; in such cases statistical theory can be
used to design an appropriate experiment to generate data. The experiment chosen should
depend on the use that one wants to make of the data. For instance, suppose that an
instructor is interested in determining which of two different methods for teaching com-
puter programming to beginners is most effective. To study this question, the instructor
might divide the students into two groups, and use a different teaching method for each
group. At the end of the class the students can be tested and the scores of the members
of the different groups compared. If the data, consisting of the test scores of members of
each group, are significantly higher in one of the groups, then it might seem reasonable to
suppose that the teaching method used for that group is superior.

It is important to note, however, that in order to be able to draw a valid conclusion
from the data, it is essential that the students were divided into groups in such a manner
that neither group was more likely to have the students with greater natural aptitude for
programming. For instance, the instructor should not have let the male class members be
one group and the females the other. For if so, then even if the women scored significantly
higher than the men, it would not be clear whether this was due to the method used to teach
them, or to the fact that women may be inherently better than men at learning programming
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skills. The accepted way of avoiding this pitfall is to divide the class members into the two
groups “at random.” This term means that the division is done in such a manner that all
possible choices of the members of a group are equally likely.

At the end of the experiment, the data should be described. For instance, the scores
of the two groups should be presented. In addition, summary measures such as the aver-
age score of members of each of the groups should be presented. This part of statistics,
concerned with the description and summarization of data, is called descriptive statistics.

1.3 INFERENTIAL STATISTICS AND
PROBABILITY MODELS

After the preceding experiment is completed and the data are described and summa-
rized, we hope to be able to draw a conclusion about which teaching method is superior.
This part of statistics, concerned with the drawing of conclusions, is called inferential
statistics.

To be able to draw a conclusion from the data, we must take into account the possibility
of chance. For instance, suppose that the average score of members of the first group is
quite a bt higher than that of the second. Can we conclude that this increase is due to the
teaching method used? Or is it possible that the teaching method was not responsible for
the increased scores but rather that the higher scores of the first group were just a chance
occurrence? For instance, the fact that a coin comes up heads 7 times in 10 flips does not
necessarily mean that the coin is more likely to come up heads than tails in future flips.
Indeed, it could be a perfectly ordinary coin that, by chance, just happened to land heads
7 times out of the total of 10 flips. (On the other hand, if the coin had landed heads
47 times out of 50 flips, then we would be quite certain that it was not an ordinary coin.)

To be able to draw logical conclusions from data, we usually make some assumptions
about the chances (or probabilities) of obtaining the different data values. The totality of
these assumptions is referred to as a probability model for the data.

Sometimes the nature of the data suggests the form of the probability model that is
assumed. For instance, suppose that an engineer wants to find out what proportion of
computer chips, produced by a new method, will be defective. The engineer might select
a group of these chips, with the resulting data being the number of defective chips in this
group. Provided that the chips selected were “randomly” chosen, it is reasonable to suppose
that each one of them is defective with probability p, where p is the unknown proportion
of all the chips produced by the new method that will be defective. The resulting data can
then be used to make inferences about p.

In other situations, the appropriate probability model for a given data set will not be
readily apparent. However, careful description and presentation of the data sometimes
enable us to infer a reasonable model, which we can then try to verify with the use of
additional data.

Because the basis of statistical inference is the formulation of a probability model to
describe the data, an understanding of statistical inference requires some knowledge of



