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Preface

Within the chemical sciences, statistics has the reputation of being hard and
usable only by mathematicians or masochists. It also has the reputation of
either telling us what we already know or making predictions that are wrong.
So why should we bother with it?

Both of these reputations are undeserved and often stem from a dry
theoretical statistics course or from experience of the statistics used publicly
for essentially political aims. But ‘real’ statistics is quite different. It is the
aim of this book to show that it is essentially an extension of the logical
processes used by chemists every day, and that its use can, and does, bring
greater understanding of problems more quickly and easily than the purely
intuitive or “let’s try and see” approaches.

For this we must be careful to distinguish between the tools we use to
make the statistical calculations—the equations, algorithms and software—
and the thought processes that allow us to decide which is the best tool to use
and which is the best method for interpreting the results of its use. The latter
is best described as statistical thinking. It encompasses the tools but extends
the context to include awareness and appreciation of the sciences of measure-
ment, experimentation and logic. It is the philosophy of rational data analysis
and interpretation.

Statistics is a mathematical subject and it does involve equations—we
cannot get away from this—but the equations are generally no more difficult
than those routinely used in spectroscopy, kinetics, structure-activity rela-
tionships, molecular modelling or any other chemical system requiring com-
putation. Many of the statistics equations (and concepts) are much simpler!
What is different about statistics is that it is all about handling variability and
uncertainty. Most chemists are more comfortable with certainty and, for
many, the concept of error is associated with mistakes and poor work.

Simply accepting that all measurements have some uncertainty associated
with them is the first, major step in coming to terms with statistics. The
second is accepting that uncertainty can be measured and handled in a quan-
titative way. Once we can get a handle on uncertainty, we can control it.
Although it is not possible, in any practical sense, to remove uncertainty, we
can certainly reduce it and its effects, and so increase our confidence in the
chemical truths that we discover.

Statistics is a broad subject and it has very wide application in the sci-
ences, engineering, financial and behavioural arenas. It can be presented in
many ways, all good in their own contexts. Here we have chosen to concen-
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trate on principles and interpretation rather than on formal derivation and
proof. References are given for those wanting to get into the latter. All we
need to be aware of here is that all the methods we describe are well estab-
lished, well documented and widely accepted. This does not mean that they
give the “truth”—only that their properties are well understood and that they
will give consistent and interpretable results when used approprately.

You are not entering an equation-free zone. Far from it. But the equations
needed to understand and/or to implement a particular tool are given with
explanation and interpretation to help you come to terms with them.

One of the best ways of understanding how or where (o usec statistics 1s
through applications. We have included many examples of actual or possible
use from a wide arca. The context of research chemistry is used throughout,
but many of the good, easy-to-explain examples come from analytical and
process chemistry, where quantitative measurcment and interpretation arc the
norm. However, remember our objective of establishing principles. The prin-
ciples in these examples apply to all branches of rescarch chemistry, includ-
ing organic and inorganic synthesis and molccular design, as well as the more
obvious topics of physical chemistry and chemical physics.

In a book of this size, it is impossible to cover the wholc of the vast sub-
jects of statistics and chemometrics. So we have chosen o cover the basic
statistical methods that underpin the statistical thinking approach. Thesc arc
chapters 1-8. Chapters 9-13 describe the tools that are frequently used in
chemical situations where a quantitative model is needed to describe or test a
relationship between variables. Chapter 2 focuses on data quality, as we can
have no confidence in statistical results if we have no confidence in the data,
no matter how impressive the calculations might be.

These days, the computation of statistics is a trivial task. However, the
easy availability of good hardware and software does mean that it is very
much easier to do statistical computation without actually understanding what
is being done. The corollary is that you have more time to develop that under-
standing and to consider the interpretation of the results that you have cal-
culated. If you do get stuck or want advice on how to get away from the
‘black box’ approach, there are many quite friendly and helpful statisticians
out there.

Finally to the authors. They are all people well known and well respected
in their areas. Some are professionally trained statisticians and some are
chemists with a deep understanding and appreciation of statistics. All are
practical users of statistics and have wide experience of using statistics and
the principles of szatistical thinking in many areas of chemistry. I am greatly
indebted to them for the time and effort they have put in to writing their
chapters, and for the patience they have shown to me as editor of this vol-
ume. You will find much to appreciate in their work. Enjoy it and apply it!

Roy Tranter
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