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Foreword

Robust recovery is an essential feature of any database system. Who would trust
their data to a system that didn’t reliably recover from failures? Without a recovery
subsystem. a database system would be virtually useless.

Database recovery is one of the hest success stories of software fault tolerance.
It has been successful because it is useful and efficient. It is useful because it factors
system reliability concerns from the application programmer. It allows application
programmers to use the simple transaction bracketing operations—Start Transaction.
Commit, and Abort-with the result that either all of the transaction’s work is
permanently installed or none of it is, even in the face of application. operating
system. and disk (media) failures. These atomicity and durability properties of
transactions allow application programmers to focus on errors of application logic
and ignore those of the underlying system. Moreover. it is efficient. so customers
really want the feature. Thus. virtually all commercial database system products
apply database recovery techniques.

Initial work on database recovery was done in the context of commercial product
development, primarily at IBM in the 1970s. Since then, researchers have had a
major impact on database recovery technology. refining and extending those tech-
niques, and developing new ones, too. Many of these techniques developed by
researchers are now standard approaches in commercial products. More of them
are finding their way into commercial products every year.

This book brings together many of the most important research papers and
articles on database recovery in the last decade in one volume. Although some of
them have already appeared in print, they were spread over many research journals
and conference proceedings and were therefore accessible only to the few people with
time and energy to ferret them out. Some of them are expanded versions of those
original papers, now including many important details left out of earlier versions.
Many of them are new works: descriptions of commercial implementations, analyses
of existing methods, and presentations of new techniques.

The first work on database system recovery was done in the context of a sim-
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xxvi Foreword

ple transaction model, implemented on a centralized system with expensive main
memory and unreliable disks. Many logging-based algorithms to solve this problem
are now well known, the best of which are variations of the ARIES algorithm devel-
oped by C. Mohan and colleagues at IBM: a comprehensive description of ARIES
is included in this volume.

Most of the new work on database recovery is driven by recent changes in the
system environment where database recovery is applied. Hardware improvements
change the cost-benefit trade-offs in recovery algorithm design. such as the availabil-
ity of large main memory, uninterruptible power supplies to backup main memory,
and redundant arrays of inexpensive disks (RAID). Distributing processing between
clients and servers changes the design space of recovery algorithms, since updates are
performed on the client but stored persistently in the server. An extreme example
of this is laptop computers. whose stable storage and communications subsystems
have special properties that affect the performance of standard recovery algorithms.
There are also changes in the time dimension of recovery. Workflow systems to man-
age long-running multi-step activities are now part of many application products
and tools. Workflow mechanisms are finding their way into the underlying system
platform, where they are likely to be a standard function in a few years’ time.

This is hardly the end of the line in improving the performance and breadth
of applicability of database recovery solutions. The new wave of object-relational
database systems that will cover a wider variety of data types will undoubtedly
place new demands on the flexibility of recovery algorithms, perhaps making it
more important for recovery algorithms to handle multilevel atomic actions and a
broader range of concurrency control protocols. The changing performance ratios
of computing, disk access, and communications will lead to new problems and op-
portunities. So will the greatly expanding volume of Internet commerce. in which
recovery actions may have to span heterogeneous systems and scale up to millions
of interconnected server systems. There is no shortage of new challenges. This book
includes ideas to seed new work in these exciting areas, and no doubt others yet to
be contemplated.

The editors and publisher have done the field a real service in collecting so
many of the best works on database recovery here in one volume. The book will
be of great interest to the database system expert, since database recovery is one
of those “must know” areas that affects many other aspects of database system
implementation. It will also help engineers and researchers in related areas such
as operating systems, communications systems. and fault tolerance—to understand
how database recovery works its magic and how they might better support and use
database recovery techniques in their own work. It is an excellent summary of the
state of the art of database recovery and where the field is headed.

Philip A. Bernstein
Microsoft Corporation
Redmond. Washington



Preface

Recovery is a process of restitution. In the spiritual world the recovery process
restores and reveals our true self. When we arrive in this world, we are in our
true self. Our interaction with the materialistic world then makes us believe that
the world as we perceive with our senses s real and it is the absolute truth. thus
falling into the state of ignorance (called MAYA in Indian philosophy). The recovery
process salvages us from this state of ignorance and establishes us in the state of
bliss. where duality does not exist.

The theme of this book, however, is recovery as practiced in database systems.
We describe here the concept and the process of recovery to database systems. To
some of us, database recovery has been made more obscure than recovery in the
spiritual world. The book. therefore. has tried to provide both the theoretical and
the applied aspects of database recovery. It covers recovery in traditional database
systems, as well as in emerging technologies such as main memory databases. mobile
computing, and workflow systems. It compiles valuable past and present works.
Some of the chapters have heen exclusively written for the book, and some have
been selected from previously published works. Oue of our main goals is to gather
together in one place the different perspectives on the subject currently scattered
over time in many places.

The book begins with a historical perspective on database recovery. Ron Ober-
marck is the narrator, aud he has doune an excellent job in capturing most of the
interesting events in the early evolution of the subject. Ron was one of the members
of this “recovery gang” whose motto was “to recover from failure without loss of
the customer’s work.” He takes us back to the fall of 1968, at some corner of an
IBM laboratory. when database recovery was “born.” He describes the advent of a
number of “magics™ such as "Write-Alhead-Log Tape.” “Undo.” and “Redo.” It is in-
teresting to note that mother nature did play an active role in the birth of database
recovery by stimulating events such as lightning and thunderstorms that led to the
development of some of these techniques. Chapter 1, therefore, serves as an ap-
petizer. Ron's history of recovery also complements nicely the history of database
councurrency control. as given by Jim Gray in an earlier book edited by one of us.
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Performance of Concurrency Control Mechanisms in Centralized Database Systems.
published by Prentice Hall, in 1996.

Since then, database recovery has become an important area of research. How-
ever, it lags behind concurrency control in the level of conceptual abstraction.

Every chapter of this book exposes some aspect of database recovery. We will
ounly mention a few here as examples. In Chapter 4, Weill lucidly exposes the
intricate relationship between recovery and concurrency countrol, and shows how
some recovery methods place a set of constraints on concurrency control. In Chapter
18. Hsu aund Kleissner introduce and describe their perspectives on recovery in
workflow systems. a subject still heing debated in the research community and
evolving in commercial systems. In Chapters 23 and 24, Krishna and colleagues
and Bertino and colleagues take readers to the area of mobile recovery. In Chapters
25 through 28, veteran researchers who have worked intensively with commercial
database systems describe database recovery in practice. In Chapter 30. Thomasian
presents performance issues of the RAIDS disk arrays.

It is our sincere hope that, with the help of the experts who contributed to this
volume. we have compiled a book on database recovery that our readers will enjoy
reading and consider a valuable source of reference.
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