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To the Instructor

Preface

The title of this text, though simple, completely describes its intended pur-
pose—to introduce the concepts of statistics to students planning to enter the
world of business and economics. It has been our experience that students
have difficulty mastering the very parts of statistics that will be most
beneficial to them in their professional lives, namely:

1. understanding the basic underlying concepts of statistics;
2. selecting the appropriate statistical tests and procedures; and
3. applying test results to real-life business situations.

This book addresses these problems.

The material contained in this text can easily be adapted to accommodate either
a one- or two-semester course. Once the core material, Chapters 1-3 and
5-8, have been completed, the basic ideas of descriptive and inferential
methods have been introduced and a number of paths may then be followed.
Chapter 4, Probability, can be covered in sequence or relegated to the
appendix depending on time constraints and its importance in the eyes of
the professor. Any of the remaining topics—analysis of variance, regression
and time series, index numbers, decision theory, chi-square, or nonparamet-
rics—may then be tackled.

Many of the following features of this text are not emphasized in other
works, but we have found them to minimize frustration, speed the student
along the learning curve, challenge the curious, and address the three prob-
lems listed in the introductory paragraph:

* An abundance of intuitive arguments and explanations that emphasize the
understanding of ideas that “make sense” of statistics. Rather than relying
on rote memorization or a cookbook approach, we encourage the stu-
dents to tackle both the “how” and “why” of statistical methods.

* Emphasis on assumptions. Assumptions underlying each test are pre-
sented as the test is introduced. Many of these discussions span an entire
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section. In addition, each “‘test capsule” contains an assumption box that
lists the assumptions. Hence, assumptions are offered in both fully de-
scriptive and concise form to better aid the student in selecting the
appropriate statistical tool.

Data analysis. Students are encouraged to examine and analyze data in
light of required distributional assumptions before selecting and perform-
ing hypothesis tests.

Hypothesis-test capsules. Each major hypothesis test is first discussed in
detail. This discussion is followed by a capsulized form of the test that
emphasizes only the critical points, thus allowing the student to ““zero in”
on the crucial aspects of the test.

Highlighted examples set in business situations and presented with complete
solutions and thorough interpretations. Implications of various decisions
are emphasized. The conclusion of nearly every example is analyzed in
light of its impact on the company or business involved.

Timely topics and case studies. In addition to classical statistical ideas,
popular subjects such as control charts, box plots, and stem-and-leaf
displays are given ample treatment. Case studies address recent develop-
ments in the business world and explore the conditions leading to and
implications resulting from recent decisions.

Exercises at various levels of difficulty. The text contains over 1200 end-of-
section and end-of-chapter exercises. They range in difficulty from ““plug-
ging values into formulas™ to synthesizing information and drawing con-
clusions. Many exercises are designed to be completed using a hand-held
calculator, while others require the use of computer software. In addition,
approximately 100 questions appearing in sections titled ‘““On the Compu-
ter” are intended solely for use with a computer.

End-of-chapter summaries. This section contains the usual list of formulas
and symbols, but more importantly, it contains a section headed “Key
Points.” Each point is a short statement regarding an important idea
expanded on in the chapter. Together these points concisely summarize
all chapter topics.

Computer emphasis. Although this text can be used for classes in which
computers are not available, ample opportunity is provided to experience
the added power software provides. Actual computer output is integrated
throughout the text as all major topics are introduced. Many of the
exercises call for computer analysis; others encourage it. These exercises
are identified in the text by a diskette symbol () beneath the exercise
number. In addition, six sets of actual data are provided for analysis
throughout the course of study. Students are guided through this analysis
with questions in the section “On the Computer.” The six sets of data as
well as the data from more than 125 end-of-chapter exercises are available
on disk in both MINITAB and ASCII format.

As you read your many business texts and explore the numerous business and
economics magazines, newspapers, and journals in your library, you will
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discover an increased emphasis on the use of statistical methodology in
making business decisions. This emphasis becomes evident in most publica-
tions dating from the 1980s on. Much of this emphasis can be directly
attributed to the implementation of statistics in the workplace by our interna-
tional competitors, particularly the Japanese.

We view statistics as a field that allows us to collect, monitor, and analyze
important information about any facet of an organization. Whether you work
in accounting, economics, finance, information systems, management,
marketing, production, or any other business division, you can help in the
decision-making process by providing the best information possible. With this
in mind, we have adopted a three-step approach in developing this text.

First, we have concentrated on understanding basic statistical ideas and the
role they play in the analytical side of problem solving. Even a very small
mistake in analysis can have a major and drastic impact on a final decision.
Most of the calculations in this text can be easily completed with a standard
hand-held calculator. We also offer you ample opportunity to apply computer
power to statistical analysis. Most companies of the 1990s will have computer
workstations in each office module, and statistics will play an important part
in such an environment. Throughout the text we have made a point of
illustrating how computers help us analyze problems. But the user who relies
solely on the computer for analysis is foolish. Only a professional who
understands the basic ideas behind the analyses can use them properly. We
have chosen the MINITAB software package for most of our illustrations
because of its popularity in the business and educational communities. If you
have either a statistical package (MINITAB, SAS, SPSS, STATA, to name
but a few) or a good spreadsheet package (LOTUS, SuperCalc, or EXCEL
are a few examples), you will be able to complete most of the text exercises
using computer assistance, and we urge you to do so.

Second, we have emphasized that the choice of the appropriate statistical
procedure is a critical part of the decision-making process. The failure to use
the appropriate statistical tool can result in poor decisions, false hopes, and
major financial problems.

Third, we have stressed interpreting results in such a way that even a
manager who is not statistically literate can understand the consequences of
various actions. During our years in the classroom we have observed that
most college students are good problem solvers. However, the best statistical
analysis will be worthless if you fail to draw proper conclusions. Misinter-
preted results or poorly drawn conclusions can be fatal for any company.

Although the path to writing this text and meeting all our objectives has not
been simple—it has been long and arduous—along the way many people
helped us to produce this final product. To thank them all would be impossi-
ble, but a few stand out in our minds. The hours of editing and proofreading
by the late Lynn Nichols will be remembered, along with his love of the
language. The ORU word-processing department, especially Elaine Drain
and Marcella Rodgers, was invaluable in preparing the manuscript during
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the early years. The strong support of the university administration and math
department at ORU was most appreciated as was the encouragement of
friends and colleagues.

The research efforts of John Kiehl, Lisa Garson, Tina Ruckdaschel, and
Cathy Marhefka helped ensure that many of the data sets contain the real
data appearing in current business journals and periodicals.

A special thanks is extended to Minitab, Inc., 3081 Enterprise Drive, State
College, PA 16801, for their cooperation through the Author Assistance
Program. (“MINITAB” is a registered trademark.) Information regarding
Minitab software can be obtained from the company, whose telephone num-
ber is 814-238-3280 (FAX: 814-238-4383).

The many reviewers who read prepublication manuscripts helped us keep
in close contact with the varied business classrooms around the nation. Each
and every suggestion was helpful and many are incorporated in the final
product. To each of the reviewers that follow we extend our thanks: Professor
Gerald Evans, University of Montana; Professor Nicholas R. Farnum, Cali-
fornia State University-Fullerton; Professor Stergios B. Fotopoulos,
Washington State University; Dr. H. A. Germer, Arkansas State University;
Professor Ronald Koot, Pennsylvania State University; Professor Y. Leon
Maksoudian, California Polytechnic State University; Professor Brenda Mas-
ters, Oklahoma State University; Professor Robert Meier, Eastern Illinois
University; Professor Kris Moore, Baylor University; and Professor Julia
Norton, California State University-Hayward.

This book could not have been written without the unswerving support of
the authors’ families. To husband Bob and daughter Betsy Oltman, a loving
thank you for the many years of helping Mom. Only a family as special as you
could celebrate the good times, be supportive during the tough times, and
continue to encourage a project that often appeared as though it would never
end.

From the Lackritz side, special thanks goes to a very supportive wife,
Karen (who has put up with false project date estimates from an overeager
husband) and two wonderful children, Kristen and Robbie, who hopefully
can better appreciate the labor, sweat, and toil by the time they enter college.

As authors we’ve learned a lot about working together. We started as
business partners, but ended up friends.

Finally, a word to our editor, John Kimmel. This was an ambitious pro-
ject—one that required a competent, resourceful, and visionary editor.
Thanks, John, for guiding, contributing, mediating, listening, and most of all
for keeping the project moving forward at all times. It took some fancy
footwork and we’re glad you knew the steps.

To all who contributed and to those who are about to join us, we hope you
enjoy the journey as much as we have.

Debra Olson Oltman
James R. Lackritz
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