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PREFACE

Even though it can hardly be viewed as a settled discipline, system performance evaluation
has made impressive progress during its relatively brief existence to date. A number of
advances have been made in recent times in computer system modeling, especially in
analytic techniques, as well as in workload characterization and forecasting, capacity
planning, configuration design, and, to a lesser extent, in measurement techniques and
tools, tuning procedures, and procurement technigues.

A number of books have appeared in the last few years covering performance
analysis and evaluation topics. Most of these books, however, have been written for
researchers and students rather than for the practitioners in the field or for their managers.
Some other books, intended for the professionals, do not adequately cover some of the
areas in which the most important advances have occurred, for instance that of analytic
modeling.

Subjects that the informed practitioner could afford to ignore until a few years ago,
as nothing really useful in coping with everyday problems could be extracted from them,
have become important in practice, and their knowledge will soon be viewed as indis-
pensable for technical survival in the world of performance evaluation. Like many other
types of computer professionals, the successful evaluator can only remain successful by
keeping abreast of the continuous developments not only of hardware and software
technology, but aiso of performance measurement and modeling technology.

This book was motivated by the preceding considerations. It was felt that a simple,
easily readable, practically oriented introduction to the performance evaluation field which
would either cover or prepare the reader to understand even the most recent important
advances in the area was still missing. It was also felt that students, perhaps even
researchers, would benefit from a more pragmatic treatment of the subject, based on
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practical experience as well as on solid conceptual foundations. Such a book could not
adequately deal with all the subjects that are now considered part of the discipline. We
chose to emphasize measurement techniques (which we believe are the really fundamental
ones: without measurement, system evaluation is impossible) and tuning projects. The
context of most of the discussions and of the case studies is one in which the system
whose performance is to be evaluated exists and is running; in this context, one of the
main goals of evaluation activities is to improve the cost—performance ratio of the in-
stallation.

Chapter 1 introduces the basic concepts and problems, and presents a wide-ranging
discussion of the fundamental performance indexes used in improvement studies. Our
emphasis on measurement is reflected in the discussion of workload characterization in
Chapter 2, most of which is oriented toward the construction and validation of executable
workload models to be used in performance measurement experiments. The chapter also
presents some recent results and research trends in the area. '

The basic techniques for measuring computer systems or their simulators are studied
in Chapter 3, while Chapter 4 discusses the most effective ways to represent measurement
results for ease of interpretation, and Chapter 5 the predominant types of measurement
tools and their characteristics. The application of techniques and tools to the problem of
tuning an installation is described in general methodological terms in Chapter 6. A number
of case studies encompassing a wide variety of systems, configurations, and application
environments are presented in Chapter 7. Chapter 8 illustrates the particular methods and
instruments that can be used to improve the performance of programs, an important
problem for programmers as well as for system tuners; since systems go out of tune
because of changes in their workload, workload improvement is often a very effective
way of improving their performance.

Analytic models have an increasingly important role in tuning studies: they can
provide substantial help in diagnosing certain performance problems and can predict the
impact of an expensive or risky modification to the system before the change is actually
implemented. Both operational analysis and queuing modeling techniques are discussed
in Chapter 9, whose several case studies illustrate the varicus uses of models in perfor-
mance improvement projects. Some of the cases show how a modeling approach can be
taken in tackling problems that in Chapter 7 were dealt with only by empirical techniques.

The final chapter, Chapter 10, briefly addresses an important question, which is
very seldom considered in technical discussions of performance evaluation: how beneficial
is performance improvement? The question is a relevant one since tuning studies are not
always advantageous. First, not all tuning efforts are successful. Second, even when such
efforts are technically successful, their results may not be justified by their costs. A
performance improvement study should be considered as an investment and evaluated on
the basis of a cost-benefit analysis. Several case studies illustrating how this analysis
can be performed accompany the discussion of the general principles and methods.

Each section of the book is identified by either two or three digits. The sections
with two digits introduce a subject in an often qualitative form, and are oriented toward
those readers who want to gain a general understanding of the problems and of their
solutions. Three-digit sections provide more in-depth and more detaiked treatment of the
subject, or discuss specific real-world examples of the application of previously described
techniques.
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PROBLEM DEFINITION

1.1 DEFINITIONS AND BASIC CONCEPTS

The term performance refers to services provided by people or machinery to whoever
requires them. An information-processing system is a set of hardware and software
components capable of processing data according to user-written programs. Thus the term
performance, referred to an information-processing system, indicates all the facilities that
the system is capable of providing for its users. These facilities include the programming
languages that are used to communicate with the system, the tools that it offers for the
design and development of the programs, the processing and fault recovery features, the
level of data security provided, and so on.

However, the term performance will be used here with a more restricted meaning,
the one that is used when considering other engineering systems, like automobiles.
Although among car performance indexes one ought to consider a car’s ease of uze,
comfort, and stability (and one usually does, even though the relative weights given to
them depend on the buyer’s requirements), the term usually refers to the car’s maximum
speed when fully loaded, to the time it takes to reach a given speed, to its fuel consumption,
and to other quantities that somehow express the efficiency with which the car carries
out its functions. .

As for cars, the choice of a computer system depends on many factors, one of
which is the performance required. The weight of this factor varies with the person and
the type of application. Designers, buyers, installation managers, programmers, occa-
sional users, and maintenance engineers usually consider differently the same system
because they have different requirements and aims. This also applies to its performance,
represented by indexes that are given different weights by different people or even by



the same person in different circumstances. Each index is quantifiable and can therefore
be an object of evaluation. A performance index can be evaluated in various ways: it
can be measured, calculated, or estimated. These evaluations will always be quantitative.
But it must be remembered that many of the factors considered when a system is to be
selected are really of a qualitative nature and thus difficult to quantify. -

This book covers the most common techniques for the quantitative evaluation of
performance, which is an important component of a system’s value (in the economic
sense). Performance acquires great importance once a computer system has been chosen
and installed. It is always convenient to keep the processing efficiency under control since
the performance depends on both the type of ioad and the usage modes of the system,
and can often be kept at acceptable levels with relatively simple types of intervention.
If this results in performance values inferior to the ones required, or if the possibility of
improving the system’s performance seems to exist anyway, a careful analysis of the
causes of inefficiency and of the best remedies. to it must be carried out. This analysis
will make use of the performance evaluation tools to be described in the sequel.

1.2 EVALUATION OBJECTIVES
The reasons that make performance evaluation worthwhile have already been briefly
outlined. This section discusses them in more detail. All engineering systems are subject
to performance evaluation. During the design, assembly, sale, and usage phases of a
system, a system’s performance is evaluated by various people with different aims and
viewpoints to verify that the system satisfies given efficiency requirements and can be
used for a certain purpose.

This rule also applies, or should apply, to computer systems. Clearly, verification
that the requirements are satisfied becomes more important with expensive systems and
with more critical performance requirements. Thus, the amount of resources to be invested
in the evaluation of a minicomputer will be much smaller than the amount invested in a
study for the performance improvement of a large machine or in the choice of a micro-
processor that will be used in a certain product to be sold in large quantities.

The evaluation of a computer system’s performance is necessary not only during
the system’s productive life but also during its design, when it is selected by a customer,
and when it is installed. The applications of evaluation techniques can be classified in
four main categories:

1. Procurement.: All the evaluation problems concerning the choice of a system, or
of system components, among various existing and available alternatives belong to
this class, for example, installation design and hardware and software acquisition.

2. Improvement: This class includes all performance problems that arise in existing,
running systems. They will be discussed in detail in this book. .

3. Capacity planning: This is the class of the problems related to the prediction of
when in the future the capacity of an existing system will become sufficient to
process the installation’s workload with a given level of performance.

4. Design: All problems that designers must face during the creation of a new system
belong to this class.

2 Problem Definition Chap. 1



Evaluation techniques can be used for problems in all these classes [FE78], [KO78].
Nevertheless, we shall almost exclusively refer to improvement studies in the sequel.

Thus, in the context of this book, the improvement of a system’s efficiency will
be the main object of evaluation studies. This improvement usually causes effects that
are very important, but difficult to measure. For example, an increase of user happiness
often entails an increase in programmer productivity, faster development of new appli-
cations, and an increased number of users. However, some consequences are easier to
measure in economic terms, such as:

1. Reduction of the system’s daily operating time, with the possibility of reducing the
number or the work schedules of the operators.
2. Abolition or reduction of backlogs caused by peaks of load.

3. Decrease in the cost of the system’s configuration (for example, due to the elimi-
nation of a superfluous channel or peripheral unit).’

4. Postponement of the time at which workload increases will saturate the system,
forcing its expansion or replacement.

Clearly, the real purpose of these studies is the improvement of the cost—performance
ratio, rather than mere performance improvement. Cost reduction is a worthwhile result
of a study as long as it is not accompanied by too large a decrease in performance.
Economic aspects are always of primary importance, even if in what follows we shall
almost exclusively deal with the technical aspects, that is, with the system’s performance.

Together with the advantages to be derived from an evaluation study, one should
always consider its cost. Before undertaking a study, both its benefits and its costs are
unknown. It is therefore necessary to estimate these benefits and costs even if this is
often difficult. The maximum gain that can be expected in terms of the cost—performance
ratio depends on how far the system is from its optimal operating conditions. However,
since the notion of optimum is vague in this case, and since this distance is very often
unknown, the previous statement is not very useful. Thus, only partial estimates can
usually be made, perhaps concerning the activity predicted for the near future.

The typical procedure for attacking the problem of improving the cost-performance
ratio is, as shown in Fig. 1.1, an iterative procedure whose cycle contains a phase of
diagnosis and one of therapy. The goal of the diagnostic phase is to establish the causes
of the unsatisfactory cost—performance ratio. These causes are often identified with bot-
tlenecks. In this case, a therapy will be effective if it is capable of eliminating or “wid-
ening” the bottlenecks that limit system performance. Obviously, if more than one therapy
capable of ensuring the required improvements exists, the one with the lowest
cost—improvement ratio will be chosen. As some therapies are very expensive (for ex-
ample, those requiring an expansion of the configuration, or delicate operating system
modifications, or workload changes), it is convenient to try to predict the effects of these
therapies on the cost—performance ratio before applying them.

Some of the techniques that can be used in the diagnostic phase can also be used
for performance prediction. The diagnosis—therapy cycle of the procedure outlined must
sometimes be repeated because some bottlenecks show up once others have been elim-
inated. Nevertheless, the improvements obtained from these iterations are usually smaller
and smaller, so it is often better to limit their number to only a few. By making use of

Sec. 1.2 Evaluation Objectives 3
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Figure 1.1 Scheme of a performance evaluation study.

evaluation techniques of the modeling type, it is also possible, although not always

convenient, to postpone the application of the therapies suggested by all iterations to the

end of the procedure.
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1.3 THE REFERENCE SYSTEMS

The obje ‘s of the evaluation studies to be considered in this book have already been
defined in Sec. 1.1; they are systems for the processing of information. To give the reader
a more concrete definition, and a first approach to the viewpoint from which these systems

4
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are to be observed for performance evaluation purposes, we shall discuss some basic
types of system configurations. They are systems whose configuration is variable within
certain limits. For example, the number of their I/O or mass storage devices is not rigidly
specified. Their distinguishing characteristics are mainly the usage modes and the types
of resource management used by the operating system. Examples of all four types of .
systems that have been chosen as reference systems (RS for brevity) can be found in
similar configurations among existing computer systems. They are presented here in
ascending order of complexiy.

1.3.1 Uniprogrammed Batch-processing Reference System (UBRS)

In this system, the batch-processing mode is used and the main resources of the computer
are managed in uniprogramming mode. A possible system configuration is shown in Fig.
1.2. This configuration is characterized by two channels: one (C,) for the system console
C and the peripheral units (card reader CR, line printer LP), and the other (C,) for the
mass storage units (disks D and tapes T). Users gain access to the system by punching
their programs, data, and commands to the operating system on cards, which are read
by the card reader CR. Channel C, transfers the information punched on the cards to the
memory M, where the central processing unit (CPU) processes it. Each program usually
consists of several program steps, for example, compilation, object program loading,
execution, and storing the program in the file system. The output from these steps is sent
to Co, which controls its printing, as soon as the program produces it. Even the reading
of cards is carried out in steps: only when the first step has been completed are the cards
for the second step read in, and so on.

Thus, in this system, all the memory space not used by the operating system is

|
D
CR CPU
[c]
LP Co C,
M
C

Figure 1.2 Typical UBRS configuration.
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