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The fourth edition of Statistics for Business and Economics finds the application
of statistics to business and economic problems in the midst of a number of sig-
nificant changes. The availability of microcomputers with a wide range of statistical
software has dramatically affected the amount of time we spend teaching compu-
tational formulas. The use of statistical quality control in American industry is
perhaps the fastest-growing application of statistics in any area. The same corporate
structure which nearly 40 years ago forced W. Edwards Deming to take his revo-
lutionary ideas to Japan has welcomed him back as a conquering hero. Deming
and his disciples are in constant demand in both academic and corporate circles,
and the impact of their philosophy on the statistical education of business students
is and will be profound. Academic professional organizations are paving increased
attention to the content of business statistics courses and to the philosophy and
manner in which thev are taught.

In light of these and other developmients, we have decided that the time has
come to acknowledge that the text we wrote 10 vears ago is not the same one we
would write today. For example, 10 vears ago the calculator had taken the “arith-
metic” out of analysis of variance, but not the formulas. The computer gives us
an additional option: We can use precious time teaching the interpretation of
ANOVA results rather than cookbook formulas that produce those results, This
fourth edition exercises that option (and many others like it).

Before detailing the specifics of the fourth edition, we stress that the underlying
philosophy of the text is unchanged, despite the many new features and additional
options. Qur original intent was to write a text for the students that stressed inference

making. If anything, the rapid evolution of “business statistics” is making that easier
to accomplish.

1. Using the Computer. A new feature has been added at the end of most chapters
to encourage the use of computers in the analysis of real data. A demographic
data base, consisting of 1,000 observations on 15 variables, has been described
in Appendix C and is available on diskette from the publisher. Each “Using the
Cowputer” section provides one or more computer exercises that utilize the data
in Appendix C and enhance the new material covered in the chapter.

2. Quality Control.  Numerous case studies, examples, and exercises that focus
on statistical quality control applications have been added throughout the text.
Since the application of statistical ideas to quality management and quality
control has become so pervasive, we decided that the subject needed to be stressed
throughout the text, as the relevant statistical concepts are covered, rather than
concentrated in a few pages or chapter devoted to the subject.

Examples include a qualitv control perspective on the explosion of the space
shuttle Challenger (Case Study 5.3); quality control problems associated with
mass production (Example 6.13); quality comparisons of rental cars (Case Study
7.1); introduction to quality control charts (Case Studies 8.3 and 8.4}, quality
control problems in the telecommunications industry following deregulation

Xi
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{(Example 8.12); comparison of manual and automated quality inspection pro-
cedures (Exercise 9.41); analysis of the American Socicty for Quality Control
survey of upper-level executives (Exercise 9. 101}; and the use of regression anal-
vsis in the quality control process (Exercise 10.21)

3. Exploratory Data Analvsis. The computer permits the analyst to look at the

data from every angle in order to extract all the information they have to offer.
The usc of microcomputer packages to generate stem and leaf displays, box plots,
and the more traditional histograms is introduced in Chapters 2 and 3, and
utilized throughout the text. We are careful to delineate the difference between
descriptive and inferential statistics, and the student is constantly reminded of
the necessity to consider the reliability of any statistical procedure used.

4. Computers in Regression and Residual Analysis.  Ten vears ago we sct out to

include the most complete treatment of regression analysis on the market, because
we believed that modeling and forecasting were two of the most important appli-
cations of statistics in business. Our view has not changed, and the computer
has enabled aspects of modeling to be realized that were only theoretical con-
structs when we wrote the original text. In keeping with our goal of a thorough,
modern treatment of regression analysis, the fourth edition introduces computer
printouts in the simple linear regression chapter, adds significantly to the number
of examples and exercises that use the computer for regression analyses, and
incorporates residual analyses into the model-building process. Although our
first three editions made substantial use of the computer in the treatment of
regression modeling, this edition adds significantly to that base. Microcomputer
printouts are included, more exercises show printouts instead of requiring the
student to perform the calculations, and more exercises with real data requiring
the student to use the computer have been added. In addition, both Chapters
11 and 12 contain new sections showing how to use the computer to perform
residual analyses, and, more importantly, how to integrate them into the model-
building process. The residual analyses lead naturally to a more complete dis-
cussion of transformations, including significantly more space devoted to the
important multiplicative model.

. ‘Tests of Hypotheses. Much current debate centers on how and what, if any-

thing, to teach about testing hypotheses. Qur view is that a modern text must
present the subject, because much research and application in business and
economics continues to make use of statistical testing procedures. In this fourth
edition, we have expanded the explanatory material about testing, including a
new (optional) section on the computation of Tvpe 1l error probabilities (8) and
on the power of tests. We have also added exercises that require the student to
confront the issue of which inferential procedure—testing or confidence inter-
vals—provides more information about a parameter. Thus, the fourth edition
offers an option as to the depth of treatment the instructor selects for testing
hypotheses, while at the same time encouraging the student to contrast and to
evaluate the statistical procedures emploved.

6. Normal Distribution and Sampling Distributions.  The normal distribution

remains the cornerstone of applied statistics. Although robustness rightfully
receives increased attention, the Central Limit Theorem ensures the continued
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importance of the normal distribution. We have added more explanatory exam-
ples on the use of the normal distribution in Chapter 6, and we have replaced
the more difficult two-sample material in the sampling distribution chapter
(Chapter 7) with an expanded treatment of the one-sample case, including more
computer simulations of sampling distributions and an introduction to the sam-
pling distribution of the sample proportion for a binomial random variable.

Analysis of Variance.  The fourth edition adopts a computcerized rather than a

“cookbook” approach to ANOVA. All calculation formulas arc relegated to
Appendix D, and the emphasis is changed to the understanding and interpretation
of designed experiments. The terminology of designed experiments is defined
and utilized throughout the chapter, with coustant reinforcement by example.
Computer printouts are presented for each tvpe of analvsis covered, with space
that was formerly occupied by tedious caleulations now devoted to interpretation
of the statistical results produced by the software. The Bonferroni multiple com-
parisons procedure is introduced early and is utilized during each analysis, where
it would naturally occur, rather than in a separate section at the end of the
chapter. Since virtually every ANOVA model can be written as 2 regression
model (certainly every onc in this text, with a single random component), we
develop the relationship between regression and ANOVA models in an optional
section,

8. Determination of Sample Size.  Part of the quality control aspect of the statistical

revolution in business applications is increased attention to sampling cfforts nec-
essary to achicve specified statistical objectives. In accordance with this, we have
included separate sections for determining the sample size for estimating a pop-
ulation mean and a binomial probability. Sample size formulas in terms of both
the bound on the error of estimation and the total width of the confidence
interval are provided.

9. Normal Approximation to Binomial Probabilities.  The rationale behind and

10.

the conditions under which the normal distribution can be used for approximating
binomial probabilities arc significantly expanded in Chapter 6.

Real Applications of Statistics in Business and Fconomics.  From the start we
have attempted to include many examples and exercises that draw on the extensive
(and growing) literature containing real applications of statistics in business and
cconomics. The fourth edition adds to and updates the many examples, exercises,
and case studies that represent applications of statistics to real business problems.
It should be noted, however, that constructed exercises and examples often better
serve our pedagogic objectives, and we therefore continue to make use of them
where appropriate.

In spite of the fact that we consider the fourth edition a major revision, the

Aexibility of past editions is maintained. Sections that are not prerequisite to sic-
ceeding scetions and chapters are marked “(Optional).” For example, an instructor
who wishes to devote significant time to exploratory data analvsis might cover all
topics in Chapters 2 and 3. In contrast, an instructor who wishes to move rapidly
mto inferential procedures might omit optional scetions, devoting only several
lectures to these chapters. 7
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We have maintained the features of this text that we believe make it unique
among introductory statistics texts for business courses. These features, which assist
the student in achieving an overview of statistics and an understanding of its rel-
evance in the solution of business problems, are as follows:

1. Case Studies. {See the list of case studies on page xxi.) Many important concepts
are emphasized by the inclusion of case studies, which consist of brief summaries
of actual business applications of the concepts and are often drawn directly from
the business literature. These case studies allow the student to see business
applications of important statistical concepts immediately after the introduction
of the concepts. The case studies also help to answer by example the often asked
questions, “Why should [ study statistics? Of what relevance is statistics to busi-
ness?” Finally, the case studies constantly remind the student that each concept
is related to the dominant theme—statistical inference.

2. Where We've Been . . . Where We're Going . . . The first page of each chap-
ter is a “unification” page. Our purpose is to allow the student to see how the
chapter fits into the scheme of statistical inference. First, we briefly show how
the material presented in previous chapters helps us to achieve our goal (Where
We've Been). Then, we indicate what the next chapter (or chapters) contributes
to the overall objective (Where We're Going). This feature allows us to point
out that we are constructing the foundation block by block, with each chapter
an important component in the structure of statistical inference. Furthermore,
this feature provides a series of brief résumés of the material covered as well as
glimpses of future topics.

3. Many Examples and Exercises.  We believe that most students learn by doing.
The text contains many worked examples to demanstrate how to solve various
tvpes of problems. We then provide the student with a large number (more than
1,300) of exercises. The answers for most are included at the end of the text.
The exercises are of two types:

a. Learning the Mechanics. These exercises are intended to be straightforward
applications of the new concepts. They are introduced in a few words and are
unhampered by a barrage of background information designed to make them
“practical,” but which often detracts from instructional objectives. Thus, with
a minimum of labor, the student can recheck his or her ability to comprehend
a concept or a definition.

b. Applying the Concepts. The mechanical exercises described above are fol-
lowed by realistic exercises that allow the student to see applications of statistics
to the solution of problems encountered in business and economics. Once
the mechanics are mastered, these exercises develop the student’s skills at
comprehending realistic problems that describe situations to which the tech-
niques may be applied.

& On Your Own ... The chapters end with an exercise entitled “On Your
Own . .. " The intent of this exercise is to give the student some hands-on
experience with a business application of the statistical concepts introduced in
the chapter. In most cases, the student is required to collect, anal yze, and interpret
data relating to some business phenomenon.
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5 A Simple. Clear Styvle. We have tried to achieve a simple and clear writing
stvle. Subjects that are tangential to our objective have been avoided, even though
some mav be of academic interest to those well-versed in statistics. We have not
taken an 'encyclopedic approach in the presentation of material.

6. An Dixtensive Coverage of Multiple Regression Analvsis and Model Build-
ing.  This topic represents one of the most useful statistical tools for the solution
of business problems. Although an entire text could be devoted to regression
modeling, we feel that we have presented a coverage that is understandable,
usable, and much more comprehensive than the presentations in other intro-
ductory business statistics texts. We devote three chapters to discussing the major
types of inferences that can be derived from a regression analysis, showing how
these results appear in computer printouts and, most important, selecting multiple
regression models to be used in an analysis. Thus, the instructor has the choice
of a one-chapter coverage of simple regression, a two-chapter treatment of simple
and multiple regression, or a complete three-chapter coverage of simple regres-
sion, multiple regression, and model building. The following two chapters on
index numbers and time series analvsis are closelv tied to the three chapters on
multiple regression analysis because they present an introduction to forccasting
based on time-dependent data. This extensive coverage of such useful statistical
tools will provide added evidence to the student of the relevance of statistics to
the solution of business problems.

7. Footnotes and Appendix A, Although the text is designed for students with a
noncalculus background, footnotes explain the role of calculus in various deri-
vations. Footnotes are also used to inform the student about some of the theory
underlying certain results. Appendix A presents some uscful counting rules for
the instructor who wishes to place greater emphasis on probability. Consequently,
we think the footnotes and Appendix A provide an opportunity for flexibility in
the mathematical and theoretical level at which the material is presented.

8. Decision Analysis.  We have included a two-chapter trcatment of decision anal-
ysis. In Chapter 18 the classic decision problem is presented. In addition to the
standard expected payoff criterion using prior information, several other decision-
making criterfa arc presented. This includes a rather complete introduction to
the role of utility functions in decision analysis. In Chapter 19 Baves’ Rule is
used both to compute the expected value of sample information before it is
purchascd and to revise the prior probabilities after sample mformation is
obtained. Throughout both chapters we stress (by setting off in boxes) a step-by-
step approach for all calculations. This allows the student to devote time to
understanding the concepts and philosophies of decison analysis and to avoid
being caught up in the necessary tedious calculations that accompany these
analyses.

9. Supplementary Material. A solutions manual, a study guide, a Minitab sup-
plement, an integrated companion software system, a computer-generated test
system, and a 1,000-observation demographic data base are available.

a. Solutions Manual (by Nancy Shafer). The solutions manual presents the
solutions to most odd-numbered exercises in the text. Manv points are clarified
and expanded to provide maximum insight into and benefit from each exercise.
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b. Studv Guide (by Susan L. Reiland). For cach chapter, the study guide
includes (1) a brief summary that highlights the concepts and terms introduced
in the textbook; (2) section-by-section examples with detailed solutions; and
(3) exercises (with answers provided at the end of the study guide) that allow
the student to check mastery of the material in each section.

¢. Minitab Supplement (by David D. Krueger and Ruth K. Meyer).  The Min-
itab computer supplement was developed to be used with Minitab Release
5.1, a general-purpose statistical computing system. The supplement, which
was written especially for the student with no previous experience with com-
puters, provides step-by-step descriptions of how to use Minitab effectively as
an aid in data analysis. Fach chapter begins with a list of new commands
introduced in the chapter. Brief examples are then given to explain new
commands, followed by examples from the text illustrating the new and pre-
viously learned commands. Where appropriate, simulation examples are
included. Exercises, many of which are drawn from the text, conclude cach
chapter.

A special feature of the supplement is a chapter describing a survey sampling
project. The objectives of the project are to illustrate the cvaluation of a
questionnaire, provide a review of statistical techniques, and illustrate the use
of Minitab for questionnaire evaluation.

d. DellenStat (by Michael Conlon).  DellenStat is an integrated statistics pack-
age consisting of a workbook and an [BM PC floppy diskette with softwarc and
example sets of data. The system contains a fle creation and management
facility, a statistics facility, and a presentation facility. The software is menu-
driven and has an extensive help facility. It is completely compatible with the
text.

The DellenStat workbook describes the operation of the software and uses
examples from the text. After an introductory chapter for new computer users,
the remaining chapters follow the outline of the text. Additional chapters show
how to create new scts of data. Technical appendices cover material for
advanced users and programmers.

DellenStat runs on any IBM PC or close compatible with at least 256K of
memory and at least onc floppy disk drive.

e. Dellen'lest. This unique computer-generated random test system is available
to instructors without cost. Utilizing an IBM PC computer and a number of
commonly used dot-matrix printers, the systern will generate an almost unlim-
ited number of quizzes, chapter tests, final examinations, and drill exercises.
At the same time, the system produces an answer key and student worksheet
with an answer column that exactly matches the column on the answer key.

t Data Base. A demographic data set was assembled based on a systematic
random sample of 1,000 U.S. zip codes. Demographic data for each zip code
area selected were supplied by CACI, an international demographic and mar-
ket information firm. Fifteen demographic measurements (including popu-
lation, number of households, median age, median houschold income,
variables related to the cost of housing, educational levels, the work force.
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and purchasing potential indexes based on the Bureau of the Census Consumer
Expenditure Surveys) are presented for each zip code area.

Some of the data are referenced in the “Using the Computer” sections. The
objectives are to enable the student to analyze real data in a relatively large
sample using the computer, and to gain experience using the statistical tech-
niques and concepts on real data.
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