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FOREWORD

It is an established tradition that researchers from many countries get
together on the average every three years for a two week Advanced &ad.lel
Institute on Automatic Speech Recognition and Synthesis. According to ASI
policies the Institute is financed by NATO. This book contains the texts of
lectures and papers contributed by the attendees of the ASI which was held July
2 — 14, 1984, at Bonas, Gers, France. Focussed on New Systems and
Architectures for Automatic Speech Recognition and Synthesis, this book is
divided into 4 parts:

(a) Review of basic algorithms
(b) System architecture and VLSI for automatic Speech
(¢) Software systems for automatic speech recognition,

(d) Speech synthesis and phonetics.

Due to the international nature of the Institute, the readers will find in this
book different styles, different points of view and applications to different
languages. This reflects also some characteristics of the International Association
for Pattern Recognition (IAPR) whose technical committee on Speech Recognition
has organized this ASI.

Proposed contributions have been reviewed by an Editorial Committee
composed of W. Ainsworth (Kent), R. Bisiani (Pittsburgh), J.'P. Haton (Nancy),
W. Hess (Munich), J. L. Houle (Montréal), P. Laface (Turin), R. Moore (Malvern),
H. Niemann (Erlangen)’ and J. Ohala (Berkeley).

Typesetting of the book was performed using SYMSET facilities developed
entirely by the Department of Computer Science at Concordia University. Specisal
thanks are due to L. Lam, H. Monkiewics and L. Thiel. '

Montreal, Canada R. De Mori and C. Y. Suen
May 1985
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AN OVERVIEW OF MAGITAL/APCHNIQUES FOR PROCESSING
SPEECH SIGNALS

Murat Kunt

Signal Procesing Laborato\

Swiss Federal Institute of Technology
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CH - 1007 Lausanne, Switserland

and

Heins Hugll

Mircrotechnique Institute
Unlversity of Neuchatel

Rue de la Maladiére 71

CH - 2007 Neuchatel, Switserland

ABSTRACT ‘ \\
This paper discusses major digital signal processing metﬁods used in

processing speech signals. Basic tools, such as {Re discret: Fourier transform, the

¢ transform and linear filter theory are briefly introduced first, A gimneral view

of fast transformation algorithms and most widely used particular fast

transformations are given. Linear prediction is then described with a particular

emphasis on its lattice structure. A brief introduction to homomorphic processing

for multiplied and convolved signals and to its applications in speech processing is

given. Recalling some fundamentals of the speech signal, various speech analysis )

and synthesis models are described, showing which kind of processing met.h(_)dl are



involved. Finally, two aspects of speech recognition are presented: feature
traction and pattern matching using dynamic time warping.

1. INTRODUCTION

Because of its multidisciplinary character, digital signal processing became
increasingly important in a number of scientific and technical areas. Continuous
interaction between the methods and the particular applications have led to an
avalanche on both sides. Increasingly sophisticated methods are developed to
fulfil wider needs of a large number of applications. There is no doubt that one
of the major application areas of digital signal processing' is speech signals. Over
the last two decades, considerable effort has been devoted to analyse, code, model,

synthesize and recognize speech signals. A dosen of books are already available,
presenting various aspects of digital speech processing.

This paper attempts to give a tutorial review of major digital signal
processing methods used in processing speech signals. Because of space limitations
and the wide range of the subject, in depth treatments are omitted. Essence of
the methods and insight for the interpretation of the results are indicated
whenever possible. In section two, basic methods are defined such as the discrete
Fourier transform, correlation functions, the s transform, the comvolution, and th~
linear system theory. A general view of fast transformation algorithms is given,
showing structures for hardware and software. Commonly used fast
transform;tiom are also briefly indicated. The last part of this section presents
the linear prediction models and tools for one dimensional signals and introduces
its lattice structure, a structure that is modular and hence suitable for various
implementations. In section three; homomorphie processing of multiplied and
convolved signals is discussed with particular emphasis on its applications to
speech signals, particularly for deconvolution. Section four gives an overview of
the speech analysis and synthesis methods using previously defined tools. Speech

recognition is summarised in section five with a particular emphasis on pattern



matching. The objective, in these last two sections, is to point out particular
digital signal processing methods used for reaching the goals.

2.0 BASIC METHODS

In this section basic signal processing methods are defined and their use in
speech processing are discussed. Analysis and synthesis tools for digital signals,
such as the discrete Fourier transform and the correlation function, and for
systems, such as the 1 transform and the convolution are described first. A brief
discussion on linear filters and fast transformations is presented next. The section
ends with a rather detailed description of linear prediction. For more detail, the

reader may consult (1] and [2].

THE DISCRETE FOURIER TRANSFORM

The discrete Fourier transform of a digital signal x(k) is a complex series
defined by: .

k0+N-l
X(m) = T x(klexp(-j2rkn/N) )

0
with n = -N/2, .., N/2-1

In this definition, only N consecutive samples of the signal are used starting
at k = k0. The series X(n) is periodical in n with a period of N. The integer
variable n represents discrete frequencies. For example n = 0 is the DC

component and n = N/2 is the folding frequency, i.e. half of the sampling rate.
The inverse transform is given by:
N/2 -1
x(k) = (1/N) ¥ X(n) exp(j2rnk/N) (2)
2

No=-



with k = k0, ..., X0 + N - 1

Eq. (1) is referred to as the analysis of the signal, whereas eq. (2) is used to
synthesize the signal from its Fourier Transform. From the complex numbers
X(n) two real sequences are obtained. The magnitude X(u) plotted as a function
of n is the magnitude spectrum. The argument arg[X(n)] is the phase spectrum.
They inform on the frequency distributions of complex exponential signals
composing the analysed signal x(k). If the number of samples N is small
compared to the total length of the signal, these spectra are called short term
spectra. On a long signal, such as a speech signal, several short term spectra
can be computed. Sections of the signal used in these computations may
- partially overlap or may be apart. If these spectra are plotted in three
dimensions as a function of the frequency n and of the time (for example time
instants corrresponding to the beginning of each signal section), the resulting
surface is called spectrogram. It is usually represented as a black-and-white two
level image on the (nk) plane. Additional grey levels, if available, give more
precise and detailed information on the frequency variations of various components
of the signal. In section 1.6 fast algorithms for computing spectrograms will be

discussed.

2.2 CORRELATION FUNCTIONS

The similarity of two signals x(k) and y(k) is measured by their cross

correlation function defined by:

+oc0

0l = T (1) yks1) (®

) LR
For a given delay k of the second signal y(k) with respect to the first signal
x(k), the cross correlation function is just the integral of the product of these two
signals. It reaches its maximum value for the greatest similarity. If x(k) is

identical to y(k), the crcas correlation function is called autocorrelation function.

It is given by:



400

() = T x(1) x(ke1) ®
1=-00
Its maximum is at the origin k = 0. If this function is normalised by dividing
it by the variance of the signal x(k), the result is called correlation coefficient.

Its values lie between +1 and -1.

An equivalent way of computing correlation functions is obtained by taking
the discrete Fourier transform of both side of eq. {3) or eq. (4). One obtains

respectively;
@ (®) = X'() Y(a) (®)
and

@ (1) = X'(n) X(n) = [X(a)/* ®)

These resuits can be proved easily. They are left as exercises to the reader.

2.3 THE s TRANSFORM

The discrete Fourier transform is a very powerful tool for analysing and
synthesising signals. It is not, however, suitable for studying signal processing
tems. A more general transformation is needed. The s transform fulfils this

scaeed and beoomes identical to Fourier transform in a particular - case. The s

transform of 'a signal is defined by:

+o0
X() = T x) st )
Ke=-00
where 5 is a complex variable. A power series, such as this one, may not
converge for all the possible values of 5. The area of the complex plane s
containing sll the values for which eq. (7) converges is called convergence region.



