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The Twenty-Sixth Annual Allerton Conference on Cb:fﬁsrr{iini&?‘ffgtf.:édétml" #nd
Computing was held at Allerton House, Monticello, Illxnolsm Septeniider -28-30, 1988.
The conference was sponsored by the Coordinated Science Laboratory and the Department
of  Electrical and Cdinputer ‘Engineering at the Unjversﬁy “of mgnots ﬂi U}bepa
Champaign. These Proceedings contain the papers presented at meﬁmfmnw

We are grateful to Professor Jack Keil Woif ;ofi:the University. of California at.San
Diego for his plenary lecture “New Results {of Magneﬁl:" grtd Oprtidl ’ﬁy"’frdlng?@ﬁan-
nels.” We would like to thank all of the seaslon chairpersons and the anihors for their
contributions. - ey

We appreciate the support of Professor M. E Van Va]kenbung fodnder of the series
of Allerton Conferences, Proféssor T.N. Trick, Head ‘of . the Depaﬂment of Electrical’ and
Computer Engineering, and Professor W.K. Jenkins, Director, of the Coprdinated Science
Laboratory. We would also like our colleagues Professors J.A. Abraharn. K. S. Arun, P.
Banerjee, M.T. Basar, . Bresler, D.J. Brown, W.K. Fuchs, T.S. Huasg, R. Tyér, P.V. Koko-
tovic, P.R. Kumar, H. Lee, M.C. Loui, J.V. Medanic, D.C. Muiitson: §.H. Pétel, W.R. Per-
kins, K.R. Pooila, H.V."Poor, F.P. Preparata, M.B:: Pursley. V. Ramachandrqn. D.V.
Safwate, and B.W. Wah for their generous asxstancé in revlé\ving Papers (6ver 360 Were
submitted) and organizing the accepted papers into sessions. A special thanks goes to Pro-
fessor G. Manacher at The Universny of Illinois at Chncago for his assistance to thé’ pro-
gram committee. ‘

" We are grateful to Mr.'Steven Williams for his handling of the business affairs of .the
Conference, to Mr. Robert Ebeling and his assistants for their tiﬁi'ely‘ printing of large
numbers of programs and registration packets, to Jénnifér Bickiian and Ker ‘assigtamls at

. the Allerton House who cheerfully accommodated our.greup, and espec)ally o' Ms. Dixie

Murphy, Ms. Janet Reese, Ms. Lila Rhoades, and Ms. Sharon Teuben-Rowe for ‘their capa-
ble assistance in handling the Conference announcement registration. program prepara-
tion, and editing and sales of these Proceedmgs These tnd!vxduals make“the Conference
co-chairmen look good by doing most of the work. Fmally, we would like to thank Ms.
Christina Kamra of John Wiley for sponsoring a coffée break and book dispraf:

- M.W.Spong .. .,

B. Hajek
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AN OPTIMUM SEQUENCE ESTIMATION APPROACH
IN THE ABSENCE OF SYNCHRONIZATION

COSTAS N. GEORGHIADES
Electrical Engineering Department
Texas A&M University

College Station, TX 77843

ABSTRACT

A dynamic programming algorithm for joint maximum-likelihood estimation of se-
quences. and symbol timings is introduced. The algorithm, which makes use of easily
computed data, is easily implementable, extremely robust to timing-errors and alle-
- viates, the need for a symbol synchronizer, which in general requires the complete
sample-path to produce its timing estimates.

I.INTRODUCTION -

In digital communication systems, an important and integral part of every practical
receiver is the symbal synchronization subsystem. The function of the symbol synchro-
nizer is to dictate tdgihe receiver where in time the symbols are located. The receiver,

~subsequently, utilizes this timing information as if it were perfect in order to compute
- its decision statistics and decide what the transmitted symbols are. Clearly, this timing
" information is essential to the receiver and, if inaccurate, the effect could, and often is,
catastrophic on system performance. k

Extensive work on describing the performance degradation due to imperfect timing
information has been done in the past and can be found, for example, in the excellent
books of Lindsey and Simon [1] and Stiffler [2]. Results reported in these two references
indicate that essentially disastrous results are obtained when the standard deviation
of the timing jitter exceeds some small value. The severe performance degradation is
due to the contamination of the decision statistics by adjacent symbols as a result of
imperfect timing, -effectively reducing the signal-to-noise ratio- and because the receiver
makes decisions assuming that the timing information is perfect. This assumption is
in general not valid and leaves the receiver defenseless in the presence of, possibly,
large timing-errors. We will see later in this paper that a receiver designed to make
decisions in the presence of timing-errors has significant performance advantages over
conventional receivers that rely blindly on the synchronization subsystem to provide
timing information. Other approaches to the synchronization problem of interest can
be found in [10].

II. ALGORITHM DERIVATION

In this section a dynamic programming algorithm for delay estimation and joint
delay and sequence estimation is derived for a Gaussian channel and binary, antipodal
signaling. Similar algorithms for other modulation schemes and for an optical Poisson
channel can be found in {11].



We have the following communication problem

W= 3 S0+ a0, 1

j==co

where S;(t) € {5(t),—S(t)}, (j—1)T <t < ;T is one of two antipodal modulation
signals chosen independently and with equal probability and

/ S*(t)dt = E.
0 .

Under our white Gaussian noise assumption, n(t) is zero-mean, Wlnte Gaussian noisc
with spectral density Ny /2.

Not having a t:mmg reference, the receiver computes sequentially the following
statistics
1 JT X : L.
= E . rt—""S(t)dt, j=1,2,---,N,--- , (2)
G-1T
where, 7' € [0,T) is the timing-error, as shown in Figure 1. Obviously, if 7' = 0, the
statistics {rj,7 = 1,2,---, N, -} constitute a sufficient statistic for the sequence estima-
tion problem. In the presence of timing-error, however, although the r; clearly contain
information about the transmitted sequence, they are not a sufficient statistic and, thus,
decisions based on them are not globally optimal. Gp the other hand, computing the
statistics r; requires very little complexity and, as we will see later, the performance
obtained based on these statistics ean besignificantly better than the performance of
conventional receivers utilizing a sepm synchromzes

The problem we address in this paper is that of optimally estimating sequences of
symbols and the timing-error from the incomplete statistics {r;,j = 1,2,---}. We begin
by deriving a likelihood function of the observed data conditioned on the timing-error
7* and the modulation sequence. '

Let r = (ry,73,-+-,7N) be the vector containing the computed statistics rj, j =
1,2,---,N'and x =(z1,%3,"" <, ZN41), Z; € {1,—-1}, be the modulation sequence result-
ing in the received vector r.. The elements of r are conditionally independent, Gaussian
random variables with mee.n T

. : Cpr %‘ E T ‘
Blrj/x,r'] = ij%[) .S'(t)S(t+T—“r')dt+xj+1%./; S(t)S_(t—r')dt . (3)

"The variance of each r; ccinditioned on the timing-error ' and the modulation sequence

X is ) ) | :

v VARJr;/x,r') = Ny/2E, ) (4)
independently of j. Assuming recfangular pulses S(t) and letting

T,

= %/o S(t)S(t+T_—r’)'dt =7 C 5)



