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Message from the General Co-Chairs

It is with great pleasure that we welcome the participants of the 1997 Great Lakes Symposium on VLSI
to Urbana-Champaign, home of the University of Illinois at Urbana-Champaign.

Since its inception six years ago, the GLSVLSI symposium continues to grow in the number of attendees,
the geographical regions they represent, the scope of the technical program, and the recognition the
symposium attains in the technical community. We believe that the 7th GLSVLSI symposium is yet
another step toward building a strong forum for the presentation and exchange of ideas and information
in a fast moving, intellectually challenging, and economically critical technical field.

It is not a pure coincidence that the 7th GLSVLSI symposium takes place at the same time when the
University of Illinois at Urbana-Champaign holds a Cyberfest to celebrate the birthday of the computer
HAL (quote from “Year 2001 — Space Odyssey” by Arthur Clarke). It is probably fair to say that the rate
at which VLSI technology progressed in the last forty some years since the invention of integrated circuits
has been sheerly amazing and beyond most people’s imagination.

The 7th GLSVLSI starts with tutorials on Thursday afternoon and a keynote address on Friday morning
by Dr. Yoshio Nishi, Senior Vice President of Texas Instruments, entitled “The Future Trends in Silicon-
Based Integrated Electronics,” followed by two days of technical sessions. The second day includes
another keynote address by Intel Corporation’s Gary Thomas, General Manager, Santa Clara Processor
Division, on “Architecture Trends in VLSL” On behalf of the organizing committee, we would like to
thank the authors and the attendees for your technical contributions, and the IEEE Circuits and Systems
Society and Computer Society and the Department of Electrical and Computer Engineering of the
University of Illinois at Urbana-Champaign for co-sponsoring the 7th GLSVLSI symposium. We also
sincerely thank Intel Corporation for its generous support in sponsoring the banquet and also sending
featured speakers.

Lastly, but not leastly, we thank Professors Farid Najm, Naresh Shanbhag and Rajesh Gupta for their
dedicated and sustained efforts as Technical Program Chair, Local Arrangements and Finance Chair, and
Publicity Chair for the success of this symposium.

We sincerely thank you and hope that your participation will be amply rewarding and memorable.

Sincerely,
C.L. (Dave) Liu S.M. (Steve) Kang
General Co-Chair General Co-Chair
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Message from the Steering Committee Chair

It is a great pleasure for me to welcome all of you at the Seventh Great Lakes Symposium on VLSI. This
symposium had its humble beginning in 1991 and has grown in popularity as well as scope. The basic
idea of this symposium remains, to provide a forum to showcase research in VLSI to an audience not
residing on either coast. The symposium is paced in a fashion that each attendee can spend quality time
with other attendees, identify new collaborators, and form new research ideas.

As a steering committee chair, I should tell you about the future of the conference. It is with great
pleasure that I announce that GLSVLSI’98 will be held in Louisiana. Professor Magdi Bayoumi will be
leading this effort. The symposium will be held at Mardi Gras time. That should make it fun and
technically rewarding at the same time.

Please allow me to use this forum to thank the program committee in general and Professors Dave Liu
and Steve Kang in particular for hosting the conference. Professor Farid Najm and the technical
committee deserve our thanks for setting up an excellent technical program. Let me thank the referees for
their hard work in reviewing the papers. Finally, let me thank the administration of the University of
Illinois at Urbana-Champaign for hosting this conference and supporting it.

I wish you a successful symposium and Ilook forward to your participation in GLSVLSI'98.
Sincerely,
Naveed Sherwani

Steering Committee Chair - GLSVLSI
Intel Corporation
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An Efficient Paired-net Routing Algorithm
for High-speed Bipolar LSIs

Y. Takei, A. Onozawa!, K. Kawailt and H. Kitazawa
NTT System Electronics Laboratories
'NTT Multimedia Networks Laboratories
HNTT Optical Networks Laboratories
3-1, Morinosato Wakamiya, Atsugi-Shi, Kanagawa, 243-01 Japan
E-mail: take@aecl.ntt.jp

Abstract

This paper proposes an efficient paired-net routing
algorithm. A paired net consists of two nets assigned
to adjacent tracks and columns. The paired-net rout-
ing approach is applied for differential drive nets in a
bipolar ECL LSI to decrease signal skew and enhance
signal integrity. Paired nets can cause a new type of
cyclic constraint, which does not appear in the conven-
tional vertical constraint graph. To wire these paired
nets, the new type of cyclic constraint must be detected
and resolved. We applied our approach to two actual
bipolar ECL circuits: a 4.0-k-gate circuit, which oper-
ated at 3 Gbit/s, and a 5.6-k-gate circuit, which oper-
ated at 2.5 Gbit/s. The experimental results verify the
effectiveness of our paired-net routing approach.

1. Introduction

As VLSI fabrication technology advances, intercon-
nection technology has become a bottleneck what is
adversely affecting LSI performance. In a high-speed,
bipolar ECL LSI, differential drive nets (Fig. 1) and
other nets are routed independently. This is because
low skew and high signal integrity in differential drive
nets are critical to chip performance. The paired-net
routing approach shown in Fig. 1 is applied to the
routing of differential drive nets in a bipolar ECL LSI
to decrease signal skew and enhance signal integrity.

A paired net consists of two nets, A and B, assigned
to adjacent tracks and columns. Crosstalk between the
two nets is negligible because spacing between the adja-
cent tracks/columns is adjusted before routing to avoid
coupling capacitance between interconnection wires in
a bipolar ECI. LS].

1066-1395/97 $10.00 © 1997 IEEE

GND GND GND GND
N A2 B2
o= S G
B2 A2 Na Ne  egion
—y
Al
Na B1
VC: VC
VEE VEE

Channel routing

Na, Nb Differential drive nets for a paired net

Figure 1. Differential drive nets.

A paired net possesses two advantages. One is that
the two nets composing a paired net are equal in length
and are routed along the same path. The other is that
the two nets are equal in their number of crossings.
This means that the number of crossings between net A
and nets other than net B, and the number of crossings
between net B and nets other than net A, are equal as
shown in Fig. 2(a).

Equality in length is important for reducing signal
skew in differential drive nets in a bipolar ECL LSI. It is
clear that paired-net routing makes two nets composing
a pair of differential drive nets equal in length.

It is also important to ensure there are an equal
number of crossings in the nets. This is because if
the number of crossings is not equal, there will be a
difference in the coupling capacitance between the two
nets, which will increase the signal skew.

With paired-net routing, equality in the number of
crossings yielded by differential drive nets can be ac-
complished. Figure 2(a) shows an example of equality
in the number of crossings obtained with paired-net
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Figure 2. Crossings between a pair of differ-
ential drive nets and another net. A pair of
differential drive nets, A and B routed (a) with
paired-net routing and (b) without paired-net
routing.

routing and Fig. 2(b) shows an example of how the
number of crossings becomes unequal when paired-net
routing is not applied.

In Figs. 2(a) and (b), nets A and B compose a pair
of differential drive nets. Net C does not compose the
differential drive net. In Fig. 2(a), pair A and B are
applied with paired-net routing. One crossing Pq; re-
sults between net A and net C and one crossing Pj;
results between net B and net C. The number of cross-
ings between the differential drive net and another net
is equal. In Fig. 2(b), pair A and B are not applied with
paired-net routing. One crossing P, results between
net A and net C and four crossings Py, P2, Pp3, Pra Te-
sult between net B and net C. The number of crossings
are not equal. Figure 2 illustrates how that paired-
net routing can accomplish equality in the number of
crossings between a differential drive net and another
net.

Paired nets are necessary in the design of bipolar
ECL LSIs that operate at the GHz level. In traditional
routing, differential drive nets are modified into paired
nets manually after all the nets have been routed auto-
matically. This is because it is impossible to wire paired
nets using existing routers. However, recent increases
in chip size [1]-[4] have made such manual routing im-
possible.

This paper proposes an efficient paired-net routing
algorithm that wires the paired nets and the other nets
in the same channel simultaneously. The algorithm is
based on grid-based channel routing. Also presented
are the results of applying our proposed approach to
two actual ECL LSIs.

2 Routing Paired Nets

In what follows we describe our paired-net routing
approach in detail. Let H and V be respectively the

Upper pins

Pc PE Pp PA1 Pa2 Pe Pr PG PpiPg2

L ' ' L ' A i L ' '
Channel region

T L T T i L L ¥ L L L Ll

PAa1Pa2Pp Pa1PazPgqPp2 Pc P4 P4 Pc PE

Lower pins

C, D, E, F, G, H Unpaired nets

(A1, A2) Paired nets
(B1, B2) Paired nets

Figure 3. Example of pin placement including
pins of paired nets.

number of tracks and columns in the channel routing
area. These tracks are indexed 1 through H/V from
the top/left. Let i,(1 < i < H — 1) index a track and
J,(1<j <V —1) index a column. Adjacent horizontal
wire segments of the paired nets are assigned to tracks
1,741 and adjacent vertical wire segments of the paired
nets are assigned to columns j,j + 1.

We call a net assigned to track ¢ an upper net, and
a net assigned to track i + 1 a lower net. All pins con-
nected with the paired nets are assumed to be located
at adjacent columns.

2.1 Paired nets and vertical constraint
graph

Figure 3 shows an example of pin placement in-
cluding pins of differential drive nets. Px (X = Aj,
Ao, By, By, C, ..., H) represents a pin. The pins are
at both the top and bottom of a channel. The value
of X represents a net that connect pins. In these nets,
there are two pairs of differential drive nets, (A, Ay)
and (B, B2), which are applied with paired-net rout-
ing. All other nets are not applied with paired-net
routing. These nets are called unpaired nets.

No two nets can occupy the same part of a column.
Therefore, if it is assumed that there is only one hor-
izontal segment per net, then it is clear that the hori-
zontal segment of a net connected to the upper pin of
a particular column must be positioned above the hor-
izontal segment of a net connected to the lower pin of
that column. This relation is a vertical constraint.

Vertical constraints are represented by a directed
graph called a vertical constraint graph [5]. The ver-
tical constraint graph (VCG) for the pin placement in
Fig. 3 is shown in Fig. 4. Each circle denotes a node
that represents a net. (We use the terms “node” and
“net” interchangeably in this paper.) Each arrow de-
notes a directed edge that represents a vertical con-
straint between two nets. A directed edge from net a
to net b means that net a must be placed above net
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Figure 4. Conventional vertical constraint graph
generated by the pin placement in Fig. 2.

b. In this paper, we call such a VCG a conventional
VCG to distinguish it from a modified VCG, which
will be described later.

In a conventional VCG, there is a possibility that
some vertical constraints may form a loop, a condition
called a cyclic constraint [5][6]. An example of a cyclic
constraint is a — b — a. This means that net a must be
placed above itself. Therefore, if there is a cyclic con-
straint in a conventional VCG, the routing requirement
cannot be achieved without dividing some nets.

In Fig. 4, no cyclic constraints exist. If there are
no paired nets in the given routing requirements, it is
possible to wire all nets completely using traditional
channel routing.

Using traditional channel routing, it is not, however,
possible to wire paired nets (A;, As) and (B;, Bz). This
is because these paired nets cause a new type of cyclic
constraint, which does not appear in the conventional
VCG shown in Fig. 4. To wire these paired nets, a new
type of cyclic constraint must be detected and resolved.

To create the new type of cyclic constraint, we mod-
ify the conventional VCG. The procedure for modify-
ing the conventional VCG is as follows. First, pairs
of nodes representing paired nets in the conventional
VCG are merged. This is done because we want to
route each paired net as if it were one single net. Fig-
ure 5(a) shows the procedure for merging two nodes
of the paired nets (A, As) to A and (By,Bz) to B. A
and B are called virtual nodes. We call such a modified
VCG a PN-VCG.

2.2 Resolving the new type of cyclic con-
straint

Let us examine the cyclic constraints in a PN-VCG.
In Fig. 5(b), we can detect the cyclic constraint
C — A — B — C by decomposing the PN-VCG into
strongly connected components. Note that this cyclic
constraint is different from the one that appears with

g fy
o) o o

Cydlic
constraint .
(CCPN)

(b)

Figure 5. Modified vertical constraint graph
(merging two nodes of paired nets).

.

©

Figure 6. Vertical constraint graph after reso-
lution of the CCPN.

the conventional VCG. This cyclic constraint is a prod-
uct of the paired nets, and we call it a CCPN (cyclic
constraint for paired nets). A CCPN is defined as a
cyclic constraint that consists of virtual nodes.

To connect all pins with the paired nets in Fig. 3,
the CCPN and the other cyclic constraints must be
resolved by splitting the horizontal wire segments of a
net.

We resolve the CCPN by splitting the horizontal
wire segments of an unpaired net that is included in
the CCPN. The number of additional vias required for
splitting the paired nets is twice that required for split-
ting an unpaired net. From the electrical standpoint
then, it is desirable to limit the number of vias, because
they increase capacitance. The PN-VCG obtained af-
ter resolving the CCPN is shown in Fig. 6.

2.3 Track assignment

After the CCPN is resolved, an upper net and a
lower net must be determined. The vertical order of
these nets can directly cause vertical and horizontal
wire segments to cross. At such crossings, the capac-
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itance between the two metallic wires becomes large.
We specify the vertical relation of a pair of wiring nets
so as to minimize the number of crossings, and thereby
the capacitance, between two metallic wires.

The vertical relation between an upper and lower net
is represented as a constraint in the PN-VCG. We call
this constraint a paired-net constraint. The paired-
net constraint does not forbid overlapping of vertical
wire segments for distinct nets; it only represents the
vertical relation between two nets that compose the
paired net. In Fig. 7, paired-net constraints are shown
by an unfilled arrow. In the PN-VCG, a paired-net
constraint is directed from the node of an upper net to
the node of a lower net.

After an upper and lower net have been decided
upon, all nets are assigned to tracks in the channel. Ex-
isting channel routing algorithms (for example, Refs.
[5], [6], and [7]) cannot be used to assign the paired
nets. We modified the left-edge algorithm [7]. The
modified parts in the assignment procedure are as fol-
lows:

Procedure track_assignment_(i) ;

begin
01: while Assignment of track 7 is possible do
begin
/* Select a net */
02: Select a node N without incoming edges

in PN-VCG that does not overlap
with the other nets assigned to track ¢
/* Assign the paired nets */

03: if N is a virtual node then
begin
04: Assign the upper net of N
to track 7 ;
05: Assign the lower net of N
to track i + 1 ;
end;

/* Assign an unpaired net */
06: else Assign N to 1 ;

Column T
Pa1 Pa2 l Pe Pr Pc Pei Ps2 Po
1 1 1 1

Ndcu §.\ Track
- - ——— 3 i -1
...... \ - - 2
le N
------ : s\gn&\; EE -3
- s N - - 4
ol -l\ N
ENE- \g\\\\\\:- -5
. NN- e
N
. N NN .,
N
NNHNNNN - e - -
N
T T Tl sl T
Pai PAz Pn Pu PAz Pm Pa2 Pe Pu Pu Pc Pe
(A1, A2) Paired nets (81,B2) Paired nets

Figure 8. Routing results.
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Figure 9. (a) Bundle and (b) variable-width net.

end;
end;

Figure 8 shows a routing result. In Fig. 8, (4;, A2)
and ( By, Bz), the hatched patterns, are the paired nets.
These nets are confirmed as being assigned to adjacent
tracks. A horizontal segment of net C, which is an
unpaired net, is split into two parts at column 7' to
resolve the CCPN.

With a little modification, our paired-net routing
algorithm can be applied to the routing of a bundle,
which consists of more than three nets, and a variable-
width net. Examples of both are depicted in Fig. 9.

3 Experimental Results

Our paired-net routing algorithm was implemented
in C language on a SparcStation 20. We applied it to
the routing of two actual LSIs, which we refer to as the
F1 chip and the F2 chip.



Figure 10. Routing results with paired nets in a
portion of the F1 chip (Layout 1).
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Figure 11. Routing results without paired nets
in a portion of the F1 chip (Layout 2).

3.1 F1 chip

The F1 chip is a 4.0-k-gate bipolar ECL circuit and
consists of 2059 nets. It is comprised of 1016 pairs of
differential drive nets (2032 nets) and three variable-
width nets.

We produced two layouts of the F'1 chip to evaluate
our paired-net routing approach. Layout 1, which cor-
responds to a real circuit, is the routing that resulted by
applying paired-net routing to all the differential drive
nets. Layout 2 is the routing result without paired-net
routing. Both layouts involve variable-width nets. The
cell placement and global routing, which is performed
by TAGROUTE [8], are used for both layouts. Fig-
ures 10 and 11 show the routing results for Layout 1
and Layout 2 respectively in a portion of the F1 chip.

We examined the inequality in length of the two nets
comprising the differential drive nets and the inequality
in the number of crossings yielded by the differential
drive nets in one channel of the F1 chip. Both of these
greatly influence signal skew and integrity.

The experimental results in Table 1 show that with
our paired-net routing approach, the maximum in-
equality in length decreased by 86% and the maximum
inequality in the number of crossings decreased to 0.
There was a slight increase in CPU time, total net
length, and chip size. Our experimental results sub-
stantiate the effectiveness of our paired-net routing al-
gorithm. The I'1 chip achieved 3-GHz operation [4].

Layout 1 Layout 2
max. inequality in 21 pm 147 pm
length
% 14 100
max. inequality
in the number of 0 16
crossings
% 0 100
CPU time 43.23 sec 40.17 sec
% 108 100
total net length 1301.71 mm | 1297.36 mm
% 100.3 100
area 12.53 mm? 12.34 mm?
% 102 100

Table 1. Experimental results

3.2 F2 chip

The F2 chip is a 5.6-k-gate bipolar ECL circuit
and consists of 1184 nets. The F2 chip is composed of
82 pairs of differential drive nets (164 nets) and 1020
unpaired nets.

The F2 chip achieved 2.5-GHz operation [3]. The
entire chip layout of the F2 chip is shown in Fig. 12.
We applied our proposed approach to the differential
clock nets of the F2 chip.

4 Conclusion

We have proposed an efficient paired-net routing al-
gorithm. We applied it to two ECL circuits: a 4.0-k-
gate circuit, which operated at 3 Gbit/s, and a 5.6-k-
gate circuit, which operated at 2.5 Gbit/s. Our experi-
mental results verify the effectiveness of our paired-net
routing algorithm.
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Figure 12. The entire chip layout pattern of the F2 chip.



