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Preface

The current period is known as the information age because more in-
formation is generated about more topics than ever before. In this
complex world, relevant information is often needed to carry out the
tasks at hand and to make intelligent decisions. When large data banks
of information are collected and stored, it is difficult to find the data
actually needed at a given time, and to distinguish relevant from extra-
neous data. For this reason, electronic search aids are widely used to
process, store, and retrieve information items on demand.

The information of interest at any particular time takes various
forms. In particular, standard written data and natural-language texts
must be distinguished from spoken utterances and speech sounds, and
from graphical and pictorial data. Textual information is primarily
important because text is used universally to convey information and
to communicate. In addition, text can be automatically processed
more easily and less expensively than either speech or pictures.

This book deals with the whole area of automatic text-processing —
that is, the handling of texts using automatic equipment. The aim is
not to teach laymen or humanists how to program computers to ma-
nipulate text, nor to teach scientists language-pfocessing skills. In-
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iv Preface

stead, the book examines the area of text processing as a whole, de- ;
scribing various text-processing methodologies and identifying those
tasks now undertaken routinely, while also discussing more experi-
mental procedures not yet ready for operation. For example, it is con-
ceptually easy to take the English text which makes up this book and 5
determine the number of occurrences in the text of the word “informa-
tion.” It is more difficult to identify all the sections in the book that
deal with “information storage and retrieval,” in part because the
words “information” and “retrieval” do not occur explicitly in some
relevant sections. It is even more difficult to find the sections exhibit-
ing stylistic similarities with the style used in this preface. Indeed,
such a request cannot be processed without specifying the perceived
stylistic features characterizing the preface. Analogously, it is very
difficult to devise effective methods for retrieving from a library all
books whose opinions about the mechanization of text processing re-
flect the opinions expressed here.
This should be a useful reference for users of text-processing sys-
tems and designers of text-processing routines. It can also serve as a
textbook in programs of computer science and engineering, library
and information science, computational linguistics, as well as pro-
grams about relations among science, technology, and society. Vari-
ous parts of the text have been used in a text-processing course taught
at Cornell University to upper-level computer-science undergraduates
and first-year graduate students.
The book is divided into four main parts. The introduction, Chap-
ters 1, 2, and 3, covers the existing computer environment and the
automated office situation, in which text processing is of particular
interest. The second part, Chapters 4 to 7, covers the main word-
processing areas, which treat texts on the level of individual words.
This includes text editing and formatting, properly termed “word pro-
cessing” in the standard literature. Also included in Part 2 are text-
compression methods designed to reduce the size of stored texts, text
encryption methods designed to hide the meaning of the texts, and file-
accessing methods used to access and search mechanized text files.
Part 3, Chapters 8, 9, and 10, covers text-retrieval systems whose op-
erations are normally based on text units larger than single, individual
word forms. Included is an examination of conventional text-retrieval
systems based on automatic text scanning as well as conventional in-
dexed text searches. Simple text analysis, and so-called automatic in-
dexing systems designed to assign content identifiers to texts, are also
described. Finally, advanced text-retrieval systems are considered
that may be based on automatic text classification and complex Bool-
ean query formulations.
Part 4, Chapters 11, 12, and 13, covers the main language-analysis
and language-processing topics in which text meaning and text under-
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standing are of principal concern: syntactic and semantic language- :
analysis methods that determine language structure and text content, i
and modern knowledge-based text processing. Various applications of
linguistic procedures are also described including automatic text ex-
tracting and abstracting, text generation, and text translation. The
book ends with an examination of paperless information systems that
process speech and graphics information as well as text. Various |
electronic-information systems are covered such as electronic mail
and message systems, automatic publication systems, and electronic
books and libraries. i
Each chapter can be read independently, but not every chapter will
be equally accessible to every reader. In particular, the more mathe- :
matical treatment of text compression and encryption in Chapters 5
and 6 and some of the advanced retrieval methods of Chapter 10 are in-
tended for those with technical training. Specialized sections or sub-
sections, or those that require a mathematical background, are appro-
priately marked.
The following chapter arrangement can be used for a one-semester
course for upper-level undergraduate and beginning graduate stu-
dents in various disciplines (see also the figures on pages vi and vii):

Computer science and Part 2 (Chapters 4-7) on compression,
related subjects encryption and file access;
Part 3 (Chapters 8-10) on automatic
information retrieval

Linguistics and language Part 1 (Chapters 1-3); Part 3 (Chapter

processing 9, on document analysis),
Part 4 (Chapters 11-13) on language
processing
Library and information Part 1 (Chapters 1-3);
science, science and Chapter 4 of Part 2 on word pro-
technology programs cessing;

Part 3 (Chapters 8 and 9) on conven-
tional retrieval;

Part 4 (Chapters 11 and 13) on lan-
guage analysis and paperless
information systems
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Part I. The Information-Processing Environment

Trained computer-

Chapter 1: An introduction to
various types of informa-
tion, including text, speech,
and graphics

Chapter 2: Modern computer
architecture and
various computing devices
and their capabilities

Chapter 3: An introduction
to office automation and file-
management systems

Students in library and
information science
or science and
technology programs

Computational
linguists and
language-processing
researchers

science students
and computer
professionals

v v
may skip details of input-output and
peripheral equipment (Sections 2.3.1,
2.3.2,2.3.3)

v v
may skip relational database management
system (Sections 3.3.2, 3.3.3, 3.3.4)

go to Chapter 4

Part 2. Word Processing and File Access

Chapter 4: An introduction
to text editing and format-
ting and to automatic
typesetting

Chapter 5: Statistical language
analysis and basic text-
compression methods

Chapter 6: Introduction to text
encryption and a review of
basic text-encryption meth-
ods

Chapter 7: File-access methods
for single-key and multiple-
key search statements

Computational  Students in library
linguists and and information sci-
language-processing ence or science and
researchers technology programs

Trained computer-
science students
and computer
professionals

’ﬂ
may be skipped by
persons experienced
in text editing

v
skip except for

Section 5.1

Section 5.1
may be covered

v
those familiar with
data structures may
start with Section
7.8

|
go to Chapter 8

v

go to Chapter 9
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Part 3. Information Retrieval Systems

Chapter 8: A review of con-
ventional text-retrieval
and text-scanning methods

Chapter 9: Automatic text-
indexing and content-
analysis methods

Chapter 10: Advanced retrieval
system based on abstract re-
trieval models, automatic
classification, and advanced
interfaces

Trained computer-
science students
and computer
professionals

v
for fast reading skip
Section 8.5

v

Computational
linguists and

Students in library
and information sci-

language-processing ence or science and

researchers

Go to Chapter 9

y

14

Section 9.3.3 may
be skipped

go to Chapter 11

technology programs

'
for fast reading skip
Section 8.5

I

Section 9.3.3 may
be skipped

go to Chapter 11

Part 4. Text Analysis and Language Processing

Chapter 11: A review of
approaches to the content
analysis of written text,
including syntactic, seman-
tic, and knowledge-based
approaches

Chapter 12: Applications of
linguistic text processing,
including spelling error de-
tection and correction, ab-
stracting, text generation,
and translation

Chapter 13: Processing of
electronic text, speech, and
graphics and applications
such as teleconferencing,
mail and message handling,
and electronic publishing

Trained computer-
science students

Computational
linguists and

Students in library
and information sci-

and computer pro- language-processing ence or science and

fessionals

optional depending
on interest

researchers

v
Section 12.4 may be
skipped

technology programs

v
Section 11.5 may be
skipped

v
Section 12.4 may be
skipped
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The Information
Environment

Automatic Information Processing

It has been claimed that we live in the information age, and our society
is often called the information society. More information is produced
and collected in our time than ever before: thousands of books, tens of
thousands of journal articles, and innumerable informal studies and
reports. Our capacity to absorb this information and use it in reaching
intelligent decisions is stretched not only by the amount and variety of
the available data, but also by the complex relationships among differ-
ent types of information, and the resulting difficulties in interpreting
the data.

Fortunately, although we are inundated by all sorts of information,
improvements are being made in the ways in which information is
stored and processed. In particular, modern information-processing
equipment can organize and store large amounts of information and
provide fast access to the stored records. Communications networks,
used increasingly to reach the available information sources, also
connect different information stores to large, often far-flung groups of
users.
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.2

The use of modern computing equipment to process information
has had a two-fold effect. On the one hand, it facilitates the generation,
collection, and storage of more information, complicating the task of
absorbing and using the available data. [1] On the other hand, modern
equipment somewhat simplifies the problems of access to information
by providing useful ways to search for and retrieve it.

This book deals with modern information processing, that is, the
methods used to generate, analyze, store, retrieve, and handle infor-
mation items using automatic equipment. Current capabilities in in-
formation processing are examined, and difficulties and conceptual
problems in analyzing and understanding information are described.
By distinguishing relatively routine tasks from more experimental,
laboratory-type endeavors, and by considering future developments,
the book also outlines the information-processing world of the future.

Types of Information

Information can take three forms: written texts, spoken utterances,
and graphs and images. Text, the basic medium for formal communi-
cations between human beings, consists of notes, messages, letters,
memoranda, books, newspapers, magazines, and so on. Speech is
more informal than text and, unlike text, is also accessible to people
who cannot read or write. Graphs and images may accompany written
texts, but can also be used alone as illustrations, displays, movies, or
paintings.

In dealing with these information types it is useful to consider two
principal aspects of information processing. The first area is the tech-
nical problem of information representation and manipulation, in-
cluding methods of introducing and storing information in comput-
ers, and of transferring the data and making them accessible to
interested users. The second area relates to the semantic and behav-
ioral aspects of information processing: the accuracy with which the
stored information conveys intended meanings, and the effectiveness
with which it affects users’ conduct as intended.

From a technical point of view, stored information can be treated
simply as collections of disconnected elements — for example, individ-
ual words in given texts, individual characters in particular words, or
picture elements in graphs and pictures. For processing purposes, the
information elements are not assumed to convey specific meanings or
to be tied to particular contexts. Thus a text can be reproduced or cop-
ied without the text content ever being considered. In actual fact, how-
ever, the information elements do carry meaning, and are expected to
generate specific responses by the information users. Ultimately the
meaning of the information tends to be more important than the form
of representation and the manner in which the data are manipulated.



