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PREFACE

Computer operating systems are among the most complex “systems”
devised by humans, afid it is only recently that we have been able to under-
stand and coherently organize this complexity. This book is a text on the
principles of operating systems, with particular emphasis on multiprogram-
" ming. I have tried to present the concepts and techniques required for engi-
neering and understanding these systems rather than discuss in detail how
operating system x is implemented on machine y; however, many examples
from real systems are given to illustrate the application of particular prin-
ciples. The title “logical design” was selected to stress my concern with the
logical organization and interactions of the elements of operating systems
and with methods of “reasoning” about them.

The book is intended for computer science students and professionals
with a basic knowledge of machine organization, assembly ianguage, pro-
gramming languages, and data structures. The prereéquisite background can
be obtained in an introductory one-term course in each of thie above subjects,
approximately equivalent to courses B2, 11,12, and I3 of the curriculum
proposed in Curriculum 68 by the Association for Computing Machinery'.
While the book was being written, I used it as the primary text for a one-term
graduate course 'at Cornell University and at the University of Washington.
The book is suitable for a one- or two-term course at either the graduate
or advanced undergraduate level, and contains almost all the topics suggested
in course 14 of Curriculum 68! and in the more recent COSINE report?.

1ACM Curriculum Committee on Computer Science. Curriculum 68, recommendations
for academic programs in computer science. Comm. ACM, 11, 3 (March 1968), 151-197.

2COSINE Committee of the Commission on Education. An undergraduate course
on operating systems principles (Denning, P. J., chairman). Commission on Education,
National Academy of Engineering, Washington, D.C., 1971.

xi



xii PREFACE

My global view is that the subject of operating systems is most conven-
iently divided into three related areas: process management, resource
management, and file systems. Each of the nine chapters of the book is con-
cerned with some aspects of one or more of these areas. Chapter 1 provides
an overview of the organization of systems hardware and software, including
a historical perspective and rationale. In Chapter 2, I use the simple setting
of a job-at-a-time batch system to present some basic ideas on linking loaders
and input-output methods. The model of interacting processes as a means
for describing systems and as a framework for solving problems of process
comnmunication and synchronization (including some problems introduced
in Chapter 2) is developed in Chapter 3. Chapter 4 is an introduction to multi-
programming systems; building upon the material developed in the preceding
chapters, it discusses hardware and software requirements for multiprogram-
rhing, the “virtual” machines viewed by users and by systems programmers,
and design methodoiogies. Techniques for the management of real and virtual
memories are investigated in Chapter 5; the following chapter (Chaptelj 6)
continues the study of the main memory resource, looking at the problems of
single-copy sharing of information in real and virtual memory systems.
Process and resource management ideas are consolidated in Chapter 7, where
a comprehensive nucleus is described and used as a model for examining
systems data structures, input-output processes, interrupt handling, and
scheduling methods. Chapter 8 gives a detailed treatment of systems dead-
lock ; methods for deadlock detection, recovery, and prevention are described
for both serially-reusable (conventional) and consumable (message-like)
resources. The last chapter (Chapter 9) discusses the basic elements of file
systems, including a section on recovery from failure.

The book contains many exercises which the reader is strongly encouraged
to do. In learning new ideas on computer systems, it is particularly important
that students be given the opportunity to apply these ideas through pro-
gramming projects. Nontrivial but tractable projects are not easy to design;
for this reason, I have included an appendix containing a detailed specifica-
tion of a large but manageable multiprogramming project which I have used
successfully several times.

I have tried to reference all the material carefully so that the reader can
pursue some area in further depth or obtain another point of view, and so
that proper credit is given to the source f’f each technique or idea. I sincerely
regret any errors or omissions in the latter. All references are collected at the
end of the book and are cited in the text by the last name of the author fol-
lowed by a date, e.g., Dijkstra, 1965b. '
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THE ORGANIZATION OF COMPUTING
1 SYSTEMS ‘

The term logical design is used by computer designers to describe a sys-
tematic methodology, based on Boolean algebra, for designing switching
networks. This book uses the term in a broader sense to denote a general
method of reasoning about operating systems which allows their systematic
design, and the study of their organization and behavior. Our emphasis is
on general principles as opposed to ad hoc “tricks;” thus, coding techniques
are not discussed in great detail, nor do we present a case study of a particular
commercial system, even though many examples from the latter are given to
illustrate particular points. ’

This chapter introduces the subject by examining the historical develop-
ment of hardware and software components, by briefly cutlining the organi-
zation and functions of computing systems, and by discussing systems pro-
grams from several different points of view. First, some basic terminology is
defined.

1.1. SOME DEFINITIONS

Words such as “operating system,” “time-sharing,”or “multiprogram-
ming” do not have widely accepted precise definitions, except perhaps within
the context of a theoretical study restricted to some small aspect of systems.
Instead, these terms denote certain types of organization, functions, behavior,
and/or methods of operation. With this in mind, we informally define several
important terms commonly used to describe systems. ‘

An operating (supervisory, monitor, executive) system (OS) is an organized
collection of (systems) programs that acts as an interface between machine
hardware and users, providing users with a set of facilities to simplify the

1



2 THE ORGANIZATION OF COMPUTING SYSTEMS CHAP. 1
£ .
design, coding, debugging, and maintenance of programs; and, at the same
time, controlling the allocation of resources to assure efficient operation.

There are three categories of “pure” OS’s, each of which may be char-
acterized by the type of interaction permissible between a user and his job,
and by the tolerances on system response time:

1. A batch processing OS is one in which user jobs are submitted in sequen-
tial batches on input devices and there is no interaction between a user and
his job during processing. The user is completely isolated from his job and,
as a result, equates system response with job turnaround time. The latter is
generally satisfactory if it can be measured in small numbers of minutes or
hours. Consequently, the OS can follow a relatively flexible scheduling policy.

2. A time-sharing OS is a system that provides computational services to
many on-line users concurrently, allowing each user to interact with his
computations. The effect of simultaneous access is achieved by sharing pro-
cessor time and other resources among several users in a manner that guaran-
tees some response to each user command within a few seconds. The computer
is allocated to each user process for a small “time-slice,” normally in the milli-
second range; if the process is not completed at the end of its slice, it is inter-
rupted and placed on a waiting queue, permlttmg another process its turn at
the machine.

3. A real-time OS is one that services on-line external processes having
stric: timing constraints on response. Interrupt signals from external pro-
cesses command the attention of the system; if they are not handled promptly
(in microseconds, milliseconds, or seconds, depending on the process), the
_external process is seriously degraded or misrepresented, These systems are
often designed for a particulat application, for example, process control.

A particmar OS might provide for any or all of batch processing, time-
sharing or real-time jobs. For example, both real-time and time-sharing
systems usually process batch jobs in the “background” when there is no on-
line or external activity.

The most common method for implementing OS’s is through multipro-
gramming. A multiprogrammed (multiprogramming) OS (MS) is one that
maintains more than one user program in main storage simultaneously,
sharing processor time, storage space, and other resources among the active
user jobs. This resource sharing extends into the operating system; the pro-
grams comprising the OS are themselves multiprogrammed in most large
systems.

Another way for an OS to process several jobs at once is by swapping. A
swapping OS maintains several jobs on secondary storage and only one job
in main storage at any time: the system switches to another job by moving



SEC. 1.2 . NOTATION FOR ALGORITHMS 3

the current job out of main store and loading a selected job from auxiliary
+ storage. If the previous job is not completed, it will be swapped back in at
a later time. This technique has been used mainly in small time-sharing
systems.
Our last definition, multiprocessing, describes the hardware configuration
of a system and is sometimes confused with multiprogramming. A multi-
processing computer system is a computer hardware complex with more than
one independent processing unit. This includes central processors (CPU’s),
input-output (I0) processors, data channels, and special purpose processors,
such as arithmetic units. Most often, the term refers to multiple central pro-
cessing units.
' This book is concemed primarily with multlprogrammed operating sys-
tems-—the advantages and disadvantages of this organization as compared to
others, and the techniques and requirements for time, space, and other re-
source sharing.

1.2. NOTATION FOR ALGORITHMS

The programming tanguage Algol 60 (Naur, 1963), and recognizable
variations thereof, will be our primary means for specifying algorithms.
Algol, rather than English, flow charts, assembly language, or some other
higher level language, was selected for the following reasons:

1. The syntax and semantics of Algol are clearly defined, with little
ambiguity, in the public literature.

2. It has been used successfully for many years as an international pub-
lication language for algorithms.

3. Algol-like descriptions can be sufficiently “high-level” to. eliminate
.many housekeeping details, if that is desired. Conversely, it can be used in a
“low-level” manner that maps into machine language i in a straightforward
way.t

4. The author and many of his students and colleagues have found this
to be a powerful notation for deriving, organizing, and analyzing algorithms.
- [For an introduction to Algol 60 and a copy of the original report, see Rosen
(1967, pp. 48-117).]

- tWhile we ascribe to the general philosophy of structured programming (see, for
example, Dijkstra, 1969 and SIGPLAN, 1972), the reader will still find go to statements in
some of our programs. go to’s have not been totally eliminated in favor of some other
constructs because they are useful for describing machine level activities in a clear way and
for explicitly exhibiting flow of contrdl, yet they can also be used in a disciplined manner

" to yield well-structured programs.



4 THE ORGANIZATION OF COMPUTING SYSTEMS CHAP. 1

Example of an Algol procedure

Tree-like data structures are often used in operating systems, for example,
to represent process hierarchies (Chapter 7) or file directories (Chapter 9).

A binary tree consists of a finite set of nodes that is either empty or can be
divided into a root node and two disjoint binary trees, the left and right sub-
trees (Knuth, 1968). Let each node » in a binary tree be represented by the
triple (Data[n], Left[n], Right[n]), where Dataln] is a positive integer, Left[n] is
a nonnegative pointer to the root of the left subtree, and Right[n] is a non-
negative pointer to the right subtree. Reserve the node pointer n = 0 for the

empty tree. Assume that for each node »: .
a Data[n] < Data[x] for all x € Leftsubtree(n) and
Data[n] > Data[x] for all x € Rightsubtree(n).

Figure 1-1 contains an example of such a tree. [Symbol tables.are some-

25
AN
30 16
/N /\
33 28 20 4
// /\
29 22 5 2
(a) A Binary Tree

i:| Data [i], Left [il, Right [il |

10:( 500] 11:[ 200]

(b} internal Representation

Fig. 1-1 Binary tree ommzed for fast sorting, searchmg, and
mscrtmg



) sec. 1.3 HISTORICAL PERSPECTIVE 5

times organized in this manner so they may be expanded and searched easily
(Gries, 1971)). Below is an Algol procedure Treesearch(root, arg, m) which
will search the tree with root root for a node n such that Data[n] = arg;
it will return true and set m to the matching node if successful, and false
otherwise. The algorithm uses the recursive definition of a binary tree directly.

Boolean procedure Treesearch(root,arg, m) ;
value root, arg ; integer root, arg, m ;
comment Data[], Left [ ], Right | ] are assumed global to this procedure. -
Search the tree with root root for the node n such that Data[n] = arg ;
if root = O then Treesearch := false else
begin
integer d ;
d:= Data[root] ;
if arg = d then begin m := root ; Treesearch = true end
else
if arg > dthen Treesearch := Treesearch(Left{root]}, arg, m)
else Treesearch := Treesearch(Rzght[root], arg, m)
end

EXERCISE

Write an Algol procedure Addtotree(root, n) which takes the binary tree with
root root and node grdering defined by (1), and adds the isolated node n to it retain-
. ing the ordering of (1). Write another procedure which prints the data of the tree
. in ascending sequence; use any convenient primitive, such as Write(x), as an
~ output call to print the variable x.

1.3 HISTORICAL PERSPECTIVE

This section briefly describes the historical evolution of computer hard-
ware and software systems. A more detailed dlscussmn and blbhography can
be found in S. Rosen (1969) and R. Rosin (1969)

1 .3.1 Early Systems

From about 1949, when the first stored program digital computer actually
started executing instructions, until 1956, the basic organization and mode
of operation of computers remained relatively constant (with some farsighted
but mostly unsuccessful exceptions). Their classical von Neumann archi-
tecture was predicated on strictly sequential instruction execution including
input-output operations: When loading and running programs, users would
work at the console directly on-line to the machine, setting registers, stepping
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through instructions, examining storage locations, and generally interacting
with their computation at the lowest machine level. (Time-sharing systems
were a recognition of the advantages of operating in this fashion but at a
higher'level than the “raw”™ hardware). Programs were written in absolute
machine language (decimal or octal notation) and were preceded by an
absolute loader.

It is instructive to review the procedures for absolute loading since, ¢ven
now, they represent the starting point for any software system on a raw
machine. Any computer has the equivalent of a Load button; when pressed
by an operator, it will cause the computer to read an input data record into
some fixed set of contiguous main storage locations and then transfer control,
-i.e., set the instruction counter of the machine, to a fixed address in that set,
usually the first.

Example

Let main storage of a primitive computer be designated M[0], M[1], M[2],

, where each location M{[i] may contain one byte (8 bits) of information.
Suppose that pressing the Load button will cause one 80-column card with
80 bytes of information to be read into M[0), ..., M[79], followed by the
settirzg of the instruction counter to zero; i.e.,

PressLoad: Read(for i := 0 step 1 until 79 do M{i]) ;
Transferto(M([0)) ;

In order to read an absolute program, the first card, the one read by Press-
'Load, must contain machine instructions for reading succeeding cards (or at
least the next card). Let each address, instruction, and datum in our primitive
machine occupy 1 byte. Assume that the absolute program is punched on
cards with the following format:

Card columns Contents

1 loading address LA for Ist byte of program/data part of card. -
2 : . the number of bytes, n, to be loaded; n < 78.

3to(n+2) ~ program/data part; the absolute code.

The last card contains #n = 0, and the “loading address” is interpreted as the
first instruction, the entry point, of the program; Fig. 1-2 shows the required
cards in order. Finally, let storage locations M[r], ..., M[r + 79] be a re-
served read-in area where r is arbitrarily assigned as the starting location of
the read-in area. Then a one-card absolute loader, appearmg on the first
card, performs the following actions: :



SEC. 1.3 ) HISTORICAL PERSPECTIVE 7

entry
addr.

Absolute
Code

§
0,
J

.

program/data

—9

|
LA}n
|

Absolute
Loader

Fig. 1-2 Absolute loader and code cards.

Load: Read(for i := 0 step 1 until 79 do M[r + i]) ;
LA := M[r]; n:= M[r+ 1] ;
if n = O then Transferto(LA) ;
for i := O step 1 until » — 1 do
MILA + i) := M[r+ 2 + i} ;
go to Load ; :

*

The loadmg process is a vivid example of bootstrappmg— ‘pulling oncself
up by one’s own bootstraps.”

In these early years, programming aids were either nonexistent or minimal
—simple assemblers and interpreters at the most sophisticated installations,
with little use of library routines. As the importance of symbolic program-
ming was recognized and a}ssembly systems came into more widespread use,
a standard operating procedure evolved: A loadsr reads in an assembler;
the assembler assembles into absolute code symbolic decks of user source
programs and library routines; the assembled code is written on fape or
cards, and a loader is again used to read these into main storage; the absolute
program is then executed. Each step required manual assistance from an
operator and consumed a great deal of time, especially in comparison with
the computer time to process the cards at that step.

The “first generation™ of operating systems was motivated by the above
inefficiencies as well as by other considerations. These additional factors
included the expense of on-line operation; the availability of other languages
(the FORTRAN system being most prominent); the development of library
programs and services especially related to input-output operations; and the
awkwardness of translating into absolute code, which required that all



