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Preface

The second edition of Statistics for Social Data Analysis maintains the
features that make this book different from other introductory statistics
books for social science students. Our approach emphasizes statistics as
tools for solving research problems rather than ends in and of themselves.
We do not burden the student with excessive proofs and theorms, al-
though the book is statistically correct. And consistent with the first edition,
we do not include the obligatory chapter on probability; instead, we
introduce concepts from probability theory, when needed, in a logical,
intuitive manner. For example, we discuss the topics of hypothesis testing
and inference in Chapters 4, 5, and 6.

Research can be viewed as the search for relationships between and
among key variables of interest. Just as in the first edition, we show how
statistics can help determine whether relationships exist, and if so, the
strengths of those relationships. In Chapter 1 the nature of a relationship
is intfroduced and throughout the rest of the book, the importance of
relationships is stressed. The concept of crosstabulation is discussed ear-
lier than it is in most introductory statistics books (Chapter 4), and statistical
inference from samples to populations is emphasized from Chapter ! on.

In this new edition we continue to avoid the usual format of presenting
statistics for nominal, ordinal, interval, and ratio levels of measurement.
Our focus is on whether a variable is continuous or discrete. We believe
our approach is consistent with current practice as exemplified in the
major professional journals in social and behavioral sciences.
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Although the second edition retains the philosophy and approach of the
first edition, it differs in some important ways. We maintain the hands-on
approach to statistics through the use of actual data. The second edition is
constructed, with few exceptions, around three data sets; the first edition
had two. Many examples and problems in the second edition were de-
signed with the General Social Survey (GSS), but data are from more
recent studies than data in the first edition. For small sample analyses, a new
data set includes variables on 24 nations. We have kept, however, exam-
ples and problems with the 63-cities data set introduced in the first edition.
The latter two data sets (24 nations and 63 cities) are included as appen-
dices, and are available from the publisher on diskettes. These two data sets
can be used with problems that appear at the end of all chapters (except for
Chapter 1) and/or to custom design problems. GSS data are not included
as an appendix, but this data set has become widely available in recent
years. If the data setis not available at your college or university, consult our
Instructor’s Manual for information on how to obtain it.

One of the strengths of our book is that the problems at the end of the
chapter are varied enough to allow instructors to require no more than a
handheld calculator as one option. Some of the problems require no
more than a PC, and others require a mainframe. While the problems
designed to run on a PC are available as a SPSSX! system file, there is
no reason why they could not be converted to another statistical pack-
age for PCs of the instructor’'s choice since the number of cases is

small.

Other important changes and new features enhance the second edi-
tion. First, we have extensively rewritten the materials on hypothesis testing
and inference in Chapters 4, 5 and 6. Second, we introduce the notions
of odds and odds ratios in Chapter 9 and continue to illustrate their
importance for interpreting crosstabulated data in Chapter 10. Third, we
have revised and expanded the materials on exploratory data analysis in
Chapters 3 and 6. These changes make the book even more useful for
instructors who wish to expose students to modern statistical applications
in the social sciences at the introductory level.

This text was written primarily for an undergraduate audience, but its
orientation and introduction to more advanced topics (e.q., multivariate
regression and path analysis) can lead directly into graduate courses.
Graduate students who have not had undergraduate training in statistics
should find this book a particularly useful introduction.

15pssX is a trademark of SPSS Inc. of Chicago, IL for its proprietary computer software. No
materials describing such software may be produced or distributed without the written

permission of SPSS Inc.
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The Social Research
Process

he social research process often begins with questions about
the world: What kind of people vote for Democrats? Do lower-
income people have more children than middle-income people
do? What incomes can be earned in various occupations? Why
do Protestants have higher suicide rates than Catholics or Jews?
Do blacks achieve less education than whites because they have
lower IQs or because of other differences? Each of these questions
is phrased in terms of the relationship between two or more ob-
servable characteristics of people or groups, such as income and
occupation. We will have much to say about various relationships
throughout this text, since they represent the central concept in

social science.

If social research is to answer questions like these, it naturally
must ask where the questions come from. Personal experience,
hunch, intuition, friends’ suggestions, or a variety of stimuli such
as newspaper and TV accounts clearly provide relevant clues. But
social scientists also have an inheritance from the past from which
ideas for social research can be drawn. This inheritance is a steady
accumulation of social knowledge which has been painstakingly
assembled by several generations of psychologists, political scien-
tists, sociologists, anthropologists, and economists, as well as ap-
plied researchers in education, business, and law. Together, their
writings contain many theories and empirical findings about social
phenomena. A student'’s training in the social sciences begins with
an introduction to the theoretical ideas of the great masters. The

1
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thoughts of Aristotle, Emile Durkheim, Karl Marx, Max Weber,
John M. Keynes, Alfred Marshall, Charles Merriam, Arthur Bent-
ley, Bronislaw Malinowski, Sir James Frazer, and other founding
fathers of social science are a source of continuing inspiration for
researchers. The importance of more contemporary if less re-
nowned social scientists in providing ideas to be tested also must

be recognized.

At its best, social science is firmly grounded in the real world.
It seeks to explain social behavior, but it is distinct from related
fields like social philosophy and theology which deal with idealiza-
tions that have few empirical referents. The more comprehensive
social theories present distinctive views of reality which are some-
times labeled paradigms, or examples or patterns.! Another term
which is used frequently is model. Paradigms are usually seen as
broader and more encompassing than models, but both are ab-
stractions and simplifications of the complex real world. Partitions
of the seamless totality are essential if a theory is to be of any use
in guiding social inquiry. No theory can seek to account meaning-
fully for all the significant aspects of social life. Instead, selective
attention must be given to a few aspects of the phenomena to be
explained. As a result, theory deals with only a part of the world
and takes the rest for granted or, at least, assumes it to be sulffi-
ciently unobtrusive so it can be safely ignored while concentrating
on the topic of interest.

Examples of such theoretical abstractions abound. One of the
most popular in psychology is the stimulus-response, or S-R, para-
digm. In B. F. Skinner's operant psychology theory, behavior is
seen as purely reactive to external stimuli.2 It posits that all behav-
lor is a response to external stimuli, and there is no need to con-
sider the mediating mental processes. In contrast, psychoanalytic
explanations of social behavior rely on extensive, elaborate mech-
anisms of internal processes like Freud's trinity of id, ego, and
superego. Many of these processes are unconscious, and their
existence is inferred by observing patients’ behaviors in dreams,
slips of the tongue, and neurotic compulsions. Though the S-R and
the psychoanalytic theories of behavior have markedly divergent
elements, both concentrate their explanations on a few key as-
pects of reality and leave other features aside.

1. Thomas Kuhn, The Structure of Scientific Revolutions (Chicago: University of
Chicago Press, 1962).

2. B.F. Skinner, Science and Human Behavior (New York: Macmillan Co., 1953).




