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for though you think you know it
You have no cerwinty, until you try.

—Sophocles, Trachiniae

PREFACE

T

The principal goal of this book is to provide a unified introduction to the theory, imple-
mentation, and applications of statistical and adaptive signal processing methods. We have
focused on the key topics of spectral estimation, signal modeling, adaptive filtering, and ar-
ray processing, whose selection was based on the grounds of theoretical value and practical
importance. The book has been primarily written with students and instructors in mind. The
principal objectives are to provide an introduction to basic concepts and methodologies that
can provide the foundation for further study, research, and application to new problems.
To achieve these goals, we have focused on topics that we consider fundamental and have
either multiple or important applications.

APPROACH AND PREREQUISITES

The adopted approach is intended to help both students and practicing engineers understand
the fundamental mathematical principles underlying the operation of a method, appreciate
its inherent limitations, and provide sufficient details for its practical implementation. The
academic flavor of this book has been influenced by our teaching whereas its practical
character has been shaped by our research and development activities in both academia and
industry. The mathematical treatment throughout this book has been kept at a level that is
within the grasp of upper-level undergraduate students, graduate students, and practicing
electrical engineers with a background in digital signal processing, probability theory, and
linear algebra.

ORGANIZATION OF THE BOOK

Chapter | introduces the basic concepts and applications of statistical and adaptive signal
processing and provides an overview of the book. Chapters 2 and 3 review the fundamentals
of discrete-time signal processing, study random vectors and sequences in the time and
frequency domains, and introduce some basic concepts of estimation theory. Chapter 4
provides a treatment of parametric linear signal models (both deterministic and stochastic)
in the time and frequency domains. Chapter 5 presents the most practical methods for
the estimation of correlation and spectral densities. Chapter 6 provides a detailed study
of the theoretical properties of optimum filters, assuming that the relevant signals can be
modeled as stochastic processes with known statistical properties; and Chapter 7 contains
algorithms and structures for optimum filtering, signal modeling, and prediction. Chapter

xvil
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Preface

8 introduces the principle of least-squares estimation and its application to the design of
practical filters and predictors. Chapters 9, 10, and 11 use the theoretical work in Chapters
4,6, and 7 and the practical methods in Chapter 8, to develop, evaluate, and apply practical
techniques for signal modeling, adaptive filtering, and array processing. Finally, Chapter 12
introduces some advanced topics: definition and properties of higher-order moments, blind
deconvolution and equalization, and stochastic fractional and fractal signal models with long
memory. Appendix A contains a review of the matrix inversion lemma, Appendix B reviews
optimization in complex space, Appendix C contains a list of the MATLAB functions used
throughout the book, Appendix D provides a review of useful results from matrix algebra,
and Appendix E includes a proof for the minimum-phase condition for polynomials.

USE OF THE BOOK

This book can be used in a number of different ways to teach either one-semester or two-
semester graduate courses in a typical electrical engineering curriculum. Most topics in the
book can be covered in a two-semester course on statistical and adaptive signal processing.
Typical one-term courses are outlined in the following table:

Courses Chapters

Discrete-time random signals and statistical Review of Chapters 1, 2, and 3; Sections 4.1-4.4,6.1-6.6

signal processing

Spectrum estimation and signal modeling Review of Chapters 1, 2, and 3; Chapters 4 and 5,
Sections 6.1-6.5, 7.4-7.5, 8.1-8.9, Chapter 9, and
possibly Sections 12.1, 12.5-12.6

Adaptive filtering Review of Chapters 1, 2, and 3; Chapters 6, 7, 8, 10, and
Sections 12.1-12.4

Introduction to array processing Review of Chapter 3, Sections 6.1-6.5, review of Section
2.2, Sections 5.1, 11.1~11.4. Chapter 8, Sections 9.5, 9.6,
11.5,11.6.11.7

THEORY AND PRACTICE

It is our belief that sound theoretical understanding goes hand-in-hand with practical im-
plementation and application to real-world problems. Therefore, the book includes a large
number of computer experiments that illustrate important concepts and help the reader to
easily implement the various methods. Every chapter includes examples, problems, and
computer experiments that facilitate the comprehension of the material. To help the reader
understand the theoretical basis and limitations of the various methods and apply them to
real-world problems, we provide MATLAB functions for all major algorithms and exam-
ples illustrating their use. The MATLAB files and additional material about the book can be
found at http://www.mhhe.com/catalogs/0070400512 .mhtml. A Solutions
Manual with detailed solutions to all the problems is available to the instructors adopting
the book for classroom use.

FEEDBACK

Although we are fully aware that there always exists room for improvement, we believe
that this book is a big step forward for an introductory textbook in statistical and adap-
tive signal processing. However, as engineers, we know that every search for the optimum



requires the will to change and quest for additional improvement. Thus, we would ap-
preciate feedback from teachers, students, and engineers using this book for self-study at
vingle@lynx.neu.edu.
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