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Preface

It has long been a dream to realize machines with flexible visual
perception capability. Research on digital image processing by computers
was initiated about 30 years ago, and since then a wide variety of image
processing algorithms have been devised. Using such image processing
algorithms and advanced hardware tecﬁno]ogies, many practical ma-
chines with visual recognition capability have been implemented and are
used in various fields: optical character readers and design chart readers
in offices, position-sensing and inspection systems in factories, computer
tomography and medical X-ray and microscope examination systems in
hospitals, and so on. Although these machines are useful for specific
tasks, their capabilities are limited. That is, they can analyze only simple
images which are recorded under very carefully adiusted photographic
conditions: objects to be recognized are isolated against a uniform
background and under well-controlled artificial lighting.

In the late 1970s, ‘many image understanding systems were de-
veloped to study the automatic interpretation of complex natutal scenes.
They introduced artificial intelligence techniques to représent the knowl-
edge about scenes and to realize flexible control structurés. The first
author developed an automatic acrial photograph intérpretation system
based on the blackboard model (Nagal980). Although these systems
could analyze fairly complex scenes, their capabilities were still limited;
the types of recognizable objects were limited and various recognition

vii



viiil Preface

errors occurred due to noise and the imperfection of segmentation
algorithms.

In the 1980s, many vision researchers studied the computa-
tional aspects of visual information processing, such as methods for
recovering three-dimensional information from two-dimensional images
(e.g., stereo vision), and a few image understanding systems emphasizing
so-called high-level vision were developed.

In artificial intelligence, the 1980s were a very fruitful period. Many
practical expert systems were developed in various fields, including
medical diagnosis, troubleshooting of electronic circuits, design of
computer systems, and control of energy plants. Recently, many software
tools to develop knowledge-based systems and new ideas have been
proposed to cope with various problems encountered in the development
of such practical systems.

We believe that this is an appropriate time to study extensively the
~ problem of high-level vision:

1. Although many computational vision algorithms have been de-
veloped, all have advantages and disadvantages, so that a
combination of them suggests a way to realize flexible and robust
analysis. Such combination requires control by a high-level vision
module.

2. Reasoning about time and geometric space and reasoning with
uncertainty (or erroneous information) are crucial problems in
achieving practical knowledge-based systems as well as image
understanding systems. Thus the study of high-level vision
contributes not only to image understanding but also to a wide
spectrum of other research rields.

3. Recently neural networks have attracted many researchers in
computer science. They can be considered as an alternative
approach to the problem of intelligence: neurocomputing is based
on pattern-directed (distributed) representation, while ordinary
artificial intelligence uses symbolic representation. Since we can
realize large-scale neural networks with modern LSI technologies,
more capable machines may be created. Moreover, parallel
computation and reasoning is an important problem to be
investigated in all areas of computer science.

This book describes results of our joint studies on image understand-
ing over several years. We designed the overall architecture of an image
understanding system, SIGMA, and implemented a prototype system in
1983~1984 while the first author was at the University of Maryland as a
visiting researcher. Later, the second author improved the prototype
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system to complete his Ph.D. thwsis (Hwan1984a), and the first author
studied knowledge-based image segmentation. which is one of the major
research goals underlying SIGMA, at Kyoto University and Tohoku
University, Japan.

Several papers on SIGMA have been published in academic journals
and conference proceedings (Hwanl984b, Matsi985, Hwanl1986,
Mats1986, Mats1987). In writing this book, however, we did not want to
simply bundie together the contents of these papers; instead we wanted _
to discuss various fundamental problems in image understanding and how
we can cope with them by using modern artificial intelligence techniques.
We have included surveys of aerial image understanding systems, spatial
reasoning methods, and expert systems for image processing so as to
clarify characteristics of SIGMA. In addition, we have discussed the
theoretical foundations of our spatial reasoning in terms of the first-order
predicate calculus. Descriptions in terms of formal logic enabled us to
formiulate the essential reasoning mechanisms used in SIGMA.

Major characteristics of SIGMA can be summarized as follows:

1. Evidence accumulation for spatial reasoning. A new fiexible
reasoning method based on spatial relations among objects is
proposed. It integrates both bottom-up and top-down analyses
into a unified reasoning process. It has much to do with
nonmonotonic reasoning in artificial intelligence, which permits
reasoning with incomplete knowledge.

2. Distributed problem solving based on object-oriented knowledge
representation. In SIGMA, all recognized objects are regarded
as active reasoning agents which perform reasoning about their
surrounding environments based on their own knowledge. The
system coordinates such local reasoning by independent reasoning
agents to construct a globally consistent description of the scene.
To model active reasoning agents, object-oriented knowledge
representation is used.

3. Knowledge-based image segmentation. Many different image
analysts processes can be used to extract features from an image.
The knowledge-based image segmentation module in SIGMA
reasons about the most effective image analysis process based on
both knowledge about image processing techniques and the
quality of the image under analysis. (We call such systems expert
systems for image processing.) Guided by the knowledge, it
performs trial-and-error image analysis automatically to extract
features specified in a given goal.

It would be interesting to compare SIGMA with our former irnage
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understanding system based on the blackboard model (Nagal980);
SIGMA emphasizes spatial reasoning and top-down goal-directed image
segmentation, while the former system incorporated sophisticated image
analysis procedures to recognize objects based on their various spectral
(i.e., color) and spatial properties.

The system as implemented analyzes black-and-white aerial photo-
graphs of suburban housing developments and locates cultural structures
such as houses, roads, and driveways. Thus, the book will be interesting
and valuable to those who are engaged in remote sensing as well as in
image processing, image understanding, and artificial intelligence. We
hope that this book contributes to the further development of these
research areas.

Takashi Matsuyama
Vincent Shang-Shouq Hwang
Okayarma and McLean
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Chapter 1

Introduction

The term image understanding has been widely used since work on image
understanding in the United States started in 1975. It refers to
knowledge-based interpretation of visual scenes by computers and
consequently denotes an interdisciplinary research area including signal
processing, statistical and syntactic pattern recognition, artificial in-
telligence, psychology, and even neurophysiology. In the early literature,
it was called scene analysis. Computer vision is also widely used to refer
to a similar research area; but while computer vision emphasizes
computational aspects of visual information processing, such as measure-
ment of three-dimensional shape information by visual sensors, image’
understanding stresses knowledge representation and reasoning methods
for scene interpretation. Although understanding tinte-varying scenes is a
very important topic in image understanding and computer vision, in this
book we confine ourselves to image understanding of static scenes.
In this chapter, we first describe, as an introduction, a general
framework for image understanding in which the importance of dis-
* criminating levels of information is emphasized. Then, we provide an
overview of the image understanding systems for aerial photograph
interpretation that have been developed so far and discuss their limita-
tions. Three general problems ip. image understanding ‘#re noted: (1)
unreliable segmentation, (2) représentation of and reasoning based on
geometric information, and (3) reasoning with incomplete information.

1



2 . Chapter 1

This discussion is followed by surveys of various approaches to spatial
reasoning and of control structures in image understanding. In the last
section, we outline our fundamental ideas to solve the above problems,
based on which we designed our image understanding system, SIGMA.

1.1. FRAMEWORK FOR IMAGE UNDERSTANDING

A primary objective of image understanding systems (IUSs) is to
construct a symbolic description of the scene depicted in an image. In
contrast, image processing transforms one image into another and pattern
recognition classifies and labels objects represented by feature vectors.
TUSs analyze an image or images to interpret the scene in terms of the
object models given to the IUSs as knowledge about the world. Here
interpretation refers to the correspondence (i.e., mapping) between the
description of the scene and the structure of the image (Fig. 1.1). It
associates objects in the scene (e.g., houses, roads) with image features in
the image (e.g., points, lines, regions). Once the description of the scene
has been constructed, computer systems can answer various queries
about the scene (e.g., “How many houses exist in the scene?”) and can
perform physical operations by controlling robot manipulators (e.g., pick
up and move physical objects). It is in this sense that we can say IUSs
understand the scene.

IUSs consider a scene as a heterogeneous structure composed of
mutually related objects of different kinds, while object detection
(recognition) systems dichotomize the world into the target object and the
background. Since the objective of the latter systems is to extract and
recognize specific target objects, most of the knowledge used is confined
to that about their intrinsic properties (e.g., color, shape) and little
knowledge about the entire world is used. However, this dichotomy is
valid only in artificial environments, for example, an isolated industrial
part on a conveyer of uniform color. In reality, when we look around, we
always see the scene jumbled with various objects: tables, chairs, lighting
devices, coffee cups, and so on.

Most natural scenes are composed of objects of various kinds which
are related to each other through their functions: coffee cups are on
tables, chairs are near tables, table tops are parallel to the fioor, and so
on. Thus, to understand the scene, we need knowledge about (spatial)
relations between objects as well as knowledge about their intrinsic
properties. Since some objects may be occluded by others and only
partial information about mutual relations plays an especially important
role in understanding natural scenes. Using knowledge aboyt relations,



Introduction 3

World Model Description of the Scene

Image
{Image Feature}

D Object Medel
O Instance of Ohject

———— Spatial Relation
__________ Instance-of Relation

— e — Correspondence
{Association}

Figure 1.1. Interpretation in image understanding.

IUSs conduct reasoning about the structure of the sceng. This clearly
discriminates image understanding from statistical pattern recognition, in
which all processing is done based on attributes of objects. The
knowledge provided to the system, including information on the intrinsic
properties of and mutual relations between objects in the world, is called
the world model (Fig. 1.1).

In image understanding, discrimination between information about
the scene and that about the image is crucial. The scene is described in
terms of objects in the world, while the structure of the image is
described in terms of image features. There exists a large gap between
these two levels of information: usually the scene is three-dimensional
(3D) while the image is two-dimensional (2D). The task of IUSs is to fill
in the gap by computation and reasoning and to construct an interpreta-
tion (i.e., an assaciation between the information at these two levels). A



4 Chapter 1

major reason for the limited performance of early TUSs (Barr1971,
Prep1972, Yakil973, Tenel977) is that they tried to jump over this gap
in a single step.

In modern [USs, the information is organized at several different
levels. Many analysis processes are incorporated to analyze the informa-
tion at each level and to transform the information from one level to
another. Figure 1.2 illustrates the levels of information used in 1USs (see
also Fig. 1.1) and the analysis processes which transform the information

World Model

Generic Object!
Model

N

!

1

|

Model Selection Learning & Question &

& Modification | Model Generation Answer
Instantiated
Object Model

Description
of the Image

- flow of infor i O information about image
im = = g Question & answer
—_— action © information about scene

Figure 1.2. General architecture of image understanding systems.



