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ADVANCES IN CIRCUIT TECHNOLOGY
AND THEIR IMPACT ON COMPUTING SYSTEMS

Erich BLOCH
International Business Machines Covporation,

Systems Development Division, Poughkeepsie, New York

Robert A. HENLE
International Business Machines Corporation,
Coznponents Division, East Fishkill, Hopewell Junction, New York

This paper describes changes in logic circuit technology, and relates these to the environment of
changing requirements in computing systems and improvements in the control of materials and material
processes. It discusses the fundamental problems and objectives for today's environment and future
trends in circuit performance, density. power. cost, and reliability. Influence of supporting technolo-
gies and their limitations. such as cooling and power. are also discussed. .

1. INTRODUCTION

The last twenty years have seen the growth of
the computer from a fledgling curiosity to a per-
vasive industry. At the same time, circuit tech-
nologies have had a profound effect on the devel-
opment of computers and on the industry that
produces them. -

As thermionic devices, with their inherent
speed advantage, replaced the electromechanical
devices used in early data processing machines,
the computer designer gained the use of a tech-
nology that enabled him to design large circuit
assemblies. In the late 1950's, solid state cir-
cuits brought about the reliability and flexibility
required by the more demanding applications in
business and real time. Today, the increasing
availability of integrated circuits, with their
greater complexity and higher levels of integra-
tion, has resulted in further improvement in
cost, reliability, and performance. These
changes in technology are influencing, and will
continue to influence, computer development,
therefore making possible systems of greatly
increased capability.

Historically, "order of magnitude" improve-
ments in a phase of a technology cause fundamen-
tal and far reaching changes within and beyond
the reaches of that technology. The advances in
circuit technology have brought changes of many
orders of magnitude. These have not only caused

changes in the products that use these develop-
ments, but have so significantly altered the
technique and tools of circuit design that a de-
signer of twenty years ago would find little that
was familiar. .

This paper is a survey of the industry state-
of-the-art, the changes in emphasis that have
taken place and a preview of the immediate fu-
ture, and the results that these changes have
caused. It is not a primer on circuit design. In-
stead, the paper will try to reflect on the present
emphasis in materials, processes, packaging,
cooling, reliability, and performance.

2. CHANGES IN REQUIREMENTS AND
ENVIRONMENT

2.1. Computer installation and size

The pervasiveness of computers is evident if
one considers the past ard projected growth of
the worldwide computer installation (fig. 1).
More to the point, however, is the increase in
the number of circuits employed per installation.
Fig. 2 illustrates this increase.

The first, large transistor machines started
at approximately 20,000 circuits and have been
increasing at a rapid rate. Today, larger tran-
sistor machines may surpass 100,000 circuits.
This trend-is quite likely to continue in the future
and has been made possible by the continued de-

o



614 E.BLOCH and R. A. HENLE

100,000
i Py 2e -
50,000 | L
0 / v
3
V.
& 10,000
% 5,000 i
[ S 1
[T
@® L
=
=2
t4 /
1000 |
3
500 [
I
100
‘s8 ‘60 ‘62 'e4 e 's8 ‘7o
YEAR OF SHIP
Fig. 1. Computer installations.
1,000000(
L
v <]

SEENZE

N

CPU CIRCUIT COUNT
L

LELASS

YEAR OELIVERY

Fig. 2. CPU circuit count.

crease in size, power dissipation, cost, and im-
proved reliability of semiconductor circuits.
Further, the proliferation of memory types and
1/0 equipment has emphasized the need for ad-
vances and refinements in support circuits for
these functions. Today, only 40% of the circuit
_cost of an average computer system is in the log-
ic and packaging; the rest is in mermory and 1I/0

'60 ‘62 ‘e4 ‘68 ‘s8 ‘r0 ‘12

Hardware

electronics. The trend of decreased semiconduc-
tor costs will continue and it is estimated that in
the 70's the logic circuit cost will be small when
compared to the cost of packaging and the cost of
memory and I/O functions. This points to the
need of accentuating developments in what were
previously support functions, and will become
prime areas of concern and endeavor.

2.2, Performance

Throughout this paper we will analyze and in-
vestigate the advances in technology in the high
performance area of the computer market. Ex-
perience has shown that what is utilized in this
area first will a few years later find application
in the intermediate and low speed areas, whether
it is in the performance requirements of circuits
(see fig. 3 for a demonstration of this fact), their
reliability, or the organizational properties of
systems. Fig. 4 shows the performance improve-
ment of systems as expressed by the "add" time
of a system with the 1970 time period extrapola-
ted.

SPEED (IN n SEC)
I
/ .
/

‘68
YEAR FIRST SHIP

Fig. 3. Packaged logic circuit speed.
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2.3. Cost

‘Along with the increase in raw speed have
come orders of magnitude improvement in the
decisions/second/dollar obtained from a com-
puter. Fig. 5 shows this trend, using the cost of
the "add" operation as a figure of merit.

2.4. Other trends .

Several trends are evident today in system de-
sign. Probably the most important requirements
in future systems will be for data integrity and
high availability. With the increasing use of com-
puters in all aspects of economic life, there must
be absolute guarantees that records cannot be
destroyed, and, furthermore, that the system
cannot fail in such a manner that its services be-
come unavailable. Attempts will be made to .de-
sign computer systems that fail softly, much in
the manner of a telephone switching network,
which has a high probability of being able to proc-
ess calls even with faulty components in the sys-
tem.

In a telephone switching system, component

N
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LIS
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Fig. 5. Cost performance trend of computers.

failures may affect the rate at which calls can be
processed, but the probability of a total system
outage is made extremely small. The dependa-
bility objective for AT and T No. 1 ESS [1] is for
less than two hours of system downtime over its
40-year life. :
Multiprocessing concepts, combined with com-
ponent redundancy schemes, offer the most pro-
mising hope of attaining this high availability in
computers. However, the problem in data proc-
essors goes further than trying to prevent the
system from going down for a few seconds. A
nanosecond transient in a computer can cause a
bit to be lost, which may require repeating a two-
hour run. Therefore, future systems must ad-
dress the problem of transient faults that may be
caused by internal or external circumstances.
Systems of the future will continue to utilize
increasing amounts of storage. The storage
hierarchy today is characterized by an access
time gap, with the lowest cost-per-bit storage .
mediums (tapes and disk) having access times
of greater than 1,000 microseconds, while elec-
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tronically addressable memories have access
times of generally less than 10 microseconds.
Systems problems exist because of this wide dis-
parity in memory performance. It appears un-
likely that this gap will disappear within the next
five years, but system designers will attempt to
minimize the impact of this access time gap on
system performances by applying various
schemes of utilizing multispeed memories [2,3].

3. CIRCUIT ELEMENTS

Turning now to the more central topic of this
paper. namely the characteristics of the circuit
technology, we will first consider circuit ele-
ments.

3.1. Matevials

Despite the fact that germanium was used al-
most exclusively in the early years of semicon-~
ductor development, the last years have seen the
almost total replacement of germanium by sili-
con. Nothing in the foreseeable future indicates
a serious change. Silicon has advantages over
germanium such as being readily available at
low cost, and as having a stable oxide suitable
for use as a diffusion mask. One of silicon's dis-
advantages is its lower inherent performance
due to the lower carrier mobility. This has been
off set by the enormous technical effort that has
been expended in understanding silicon and sili-
con processes. The relatively small germanium
technology effort cannot readily match the
achievements of the large silicon technology
effort.

3.2. MOS versus bipolar

Basic to all semiconductor device fabrication
is the P-N junction used to achieve active tran-
sistor elements, diodes, electrical isolation,
and capacitors. The speed, flexibility, stability,
and low power - as well as the theoretical and
empirical understanding gained through large re-
search efforts over the past years - have brought
the P-N junction to a position of unchallenged
leadership in almost all computer applications.
The particular form utilized today and widely ac-
cepted because of its adaptability to integration
in monolithic form is the planar type, which
avoids the construction of complex three-dimen-
sional geometries such as mesa types or older
alloy junction devices.

Improved dimensional control will be required
to decrease cost and improve performances in
the future. Fig. 6 shows some projected trends
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Fig. 6. Device trends.
in device dimensions and performance. The
achievement of these goals is dependent on ad-
vances in photolithography and mask technology.
In the device and packaging areas, these support-
ing technologies are becoming key to further ad-
vances in the state-of-the-art.

At this time, bipolar transistor technology's
complete domination of data processing systems
is challenged only by metal oxide field-effect de-
vices. These devices require a single diffusion
for their fabricdtion. The device operation de-
pends upon the presence of a charge on the gate
electrode; this charge is balanced by an equal
charge in the semiconductor material. In the ac-
tive region, the presence of this charge changes
the conductivity of the surface layer and permits
conduction of majority carriers between the
source and drain electrodes. The device has a
nearly infinite dc input impedance to the gate
electrode. Most of the devices fabricated to date
have been capable of operating at clock frequency
of 1 megacycle or less. This speed will undoubt-
edly be improved in the future.

The claimed advantages for MOS technology
are [4]:

1. Fewer process steps are required, resulting
in a higher yield, lower cost product.

2. Diffused isolation regions are not required;
therefore, the device itself can be used as its
own load resistor. This results in a high cir-
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cuit density of devices on a chip, again result-

ing in lower manufacturing cost.

Because of the device's high input impedance

and the low operating speed of the circuits,

single layer metallization is possible for most
functions, again helping to keep manufacturing
cost low,

4, Low-power operation is obtained by virtue of
low-current operation of the circuits. MOS
circuits also operate from higher power-supply
voltages, thus resulting in greater power sup-
ply efficiency.

5. Greater reliability is claimed by virtue of
larger integration, and, therefore fewer ex-
ternal connections.

The disadvantages of MOS devices are their
low speed, their need for a hermetically sealed
package (because of the early stage of surface
passivation work), and their limited large-scale
manufacturing experience. Bipolar monolithic
circuits, on the other hand, have been manufac-
tured in large quantities by companies such as
Texas Instruments, Motorola, and Fairchild,
and have proven to be reliable, and are capable
of being manufactured in a high yield process.

Because of the speed differential, MOS tech-
nology will not likely displace bipolar applica-
tions in a major way in computers. It also ap-
pears, however, that highly integrated MOS
chips are more than an experimental curiosity
and will have applications where high operating
speeds are not a requirement. We expect, there-
fore, that both of these technologies will find an
apphcatlon area in computer hardware, but do
not expect MOS technology to displace bipolar
technology in any major way.

w

3.3. Passive elements

Returning now to the bipolar P-N junction de-
vices, the passive elements required to complete
the circuit will be considered, as will the trade-
offs forced by integration requirements on ele-~
ment value, types, and tolerances.

In the past, low-cost transistor circuits were
designed by minimizing the number of required
transistors. The components that were used had,
for the most part, absolute tolerances. It was
possible to test each of the components that made
up a circuit, and, finally after component assem-
bly, to test the entire circuit. Monolithic con-
struction has necessitated some important
changes in the selection and specifications of
components.

Where the resistor was once the least expen-
sive component in a circuit, it can now be the
most expensive component. The cost of discrete
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resistors does not vary with their resistance
values. Monolithic techniques tend to place an
optimum value on resistors, which is that value
of resistance requiring the least surface area.

Consider that the resistance R of a mono-
lithic resistor is equal to p, L/W, where P, i8
equal to the sheet resistance of the resistor dif-
fusion (often the base diffusion), L is equal to’
the length,. and W is equal to the width. A 5%
variation in any of these parameters will cause
a 5% variation in the resistance R. In monolithic
fabrication, there is a minimum dimension that
can be held to a specified tolerance. The optimum
value of resistance (least area = lowest cost) then
tends to be about equal to the sheet resistance p,
with. L and W at the minimum dimensions that re-
sult in the desired folerance. For any other case,
the area of the resistor would be mcreased and
with it its cost.

In the fabrication of diffused resistors, the
value of the resistance is determined by the con-
trol of the epitaxial material, the control of the
diffusion process, andthe control in masking
technology. The combination of these param-
eters rules out the use of 1% resistors and tends
to place readily achievable resistor values in the
10% to 20% absolute tolerance range [5].

A key requirement in a:successful monolithic
circuit is the ability to utilize components that
may have poor absolute tolerances but that have
good ratio tolerances. Many of the process va-
riations that occur tend to affect similar compo-
nents in the same manner. It is, therefore, pos-
sible to achieve relatively good tracking of com-
ponents on the same chip. Ratios of resistors
can be held to 5% or less. Forward characterist-
ics of diodes can be matched to within a relative-
ly féew number of millivolts. Transistors fabri-
cated adjacent to each other will have similar
current gains and diode characteristics..

Transistors and diodes are among the smal-
lest components in a monolithic circuif. Hence,
the previous desire to minimize their usage has
substantially disappeared. Capacitors and induc-
tors are, for most practical purposes, unavail-
able to teday's monolithic circuit designer, as
are special types of components such as tunnel
diodes and precision reference diodes.

3.4. Design techniques

The maturing of semiconductor technology .
has been accompanied by major changes in cir- ’
cuit design techniques. Much circuit work is
still done starting with device specifications,
designing a circuit by writing the dc equations,
and doing transient testing on a bench setup.
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However, much more powerful computer-aided
design techniques are becoming available to the
device and circuit designer. The development of
these techniques, and the computer simulation
and optimization of designs prior to build, repre-
sent a major technical advance in circuit design
[6].

Fig. 7 shows a flow chart of a design proce-
dure, utilizing computer programs, that might
be followed in designing a new circuit family.
These programs eliminate much of the guess-
work in design. They permit a quantitative com-
parison of various design alternatives and greatly
reduce the number of hardware iterations re-
quired for design optimization. The diffusion pa-
rameters that will be used in the fabrication of
the planar devices represent a starting point in
this design cycle. This starting point determines
the vertical profile of the device. Using the mod-
el for the impurity profile, the dc and ac char-
acteristics of the device can be predicted for a
wide range of voltages and current levels. At
this point, the statistical distribution of device
parameters, based on the variation of processing
parameters, can be determined via a Monte Car-
lo approach. Determining the current density li-
mitations assists in determining the horizontal
geometry for the device. From this point, the
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Fig. 7. Design procedure.
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designer proceeds with the dc design of the cir-.
cuit.

A common technique in the past has been to in-
vestigate the performance of the circuit under
certain worst-case extremes of component val-
ues, or one can settle for a somewhat more re-
alistic design approach and utilize, as input to
the analysis, the expected statistical distribution
of the components. Statistical designs are, for
the most part, achieved on a computer and may
involve ten thousand or more trials.

Relatively sophisticated transient-analysis
techniques and programs [7] that avoid actual
measurement of the transient response of a large
number of circuits have been developed within the
past few years.

The ability to accurately predict the electrical
characteristics of a device from its vertical and
horizontal geometry, and the transient response
of a circuit prior to its fabrication, result in a
significant saving in engineering time and cost.

As shown in fig. 7, several iterations of this
design procedure may be undertaken prior to the
fabrication of any device or circuit. The circuit
and device designers must work together in at-
tempting to optimize the overall characteristics
of the process and the circuit.

3.5. Tesling

After a monolithic circuit has been fabricated,
the designer can measure its characteristics on-
ly by means of its terminal properties. With
simple circuit configurations, it is still possible
to check, within a reasonable degree of accuracy,
the characteristics of the internal components.
However, the more complex the circuit becomes,
the greater the difficulty in characterizing the
circuit. Techniques have been utilized, e.g., fa-
bricating test components in the kerf between
chips on a wafer. These test components are de-
stroyed when the wafer is cut into individual
chips, but are available during wafer test. How-
ever, in the final analysis, the terminal proper-
ties of the integrated circuit must be utilized to
determine how well the circuit will perform its
prescribed function.

Testing of a highly integrated chip has become
a difficult, complex, costly problem. Chips hav-
ing 50 to 100 circuits may have similar number
of I/0O terminals. The chip often contains internal
storage cells that place it in the category of a se-
quential circuit. To date, little has been published
on testing techniques for chips of this type. Some
of the more complex chips may never be comple-
tely tested before they are utilized in a2 computer.
The problem is, in many ways, similar to that of
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testing a small computer that may run for months
before a combination of circumstances causes a
design fault or a marginal condition to give an in-
correct output. The cost of testing is a significant
portion of the totdl component cost.

4. CIRCUITS AND IMPLEMENTATION

4.1, Circuit lypes

The evolution of transistor circuit design has
seen a proliferation of transistor circuit types.
Early transistor circuits used summing resis-
tors for logic because resistors were the lowest
cost components available.. However, these cir-
cuit types were slow. Where greater speed, and
fan-in and fan-out capabilities were required, re-
sistors were replaced with diodes. But the speeds
of diode circuits were also limited. In addition,
diode logic required relatively large voltage
swings, which, when coupled with high speed,
demanded that the circuits operate at high current
and power levels. To overcome this difficulty,
an all-transistor logic scheme consisting of
emitter-coupled transistors was developed. This
scheme is presently called either a current
switching circuit or an emitter-coupled logic cir-
cuit.

With the advent of monolithic integrated cir-
cuits, a form of logic known as TTL (transistor-
transistor logic) has been developed; this ap-
proach is an evolution of diode logic, but utilizes
a multiple-emitter structure suitable for mono-
lithic fabrication. In the interim, many other
circuit types have been developed and utilized.
These included direct-coupled transistor logic,
tunnel-diode logic circuits, complementary tran-
sistor logic circuits, etc.

Today the transistor circuit types that appear
to be of the greatest commercial importance are
diode transistor logic, transistor-transistor log-
ic, and current switching logic [8]. It is possible
that transistor-transistor logic may eventually
replace diode logic, leaving only two basic cir-
cuit types in wide use. Fig. 8 shows these cir-
cuits in relatively elementary form. Many vari-
ations of these three circuit types are in use to-
day. For the most part, these variations have
two purposes: to increase speed and drive capa-
bility of the circuit, or to increase its logical
power.

The logical power of a circuit has never been
quantified but can be stated roughly as follows:
The fewer circuits required to implement a sys-
tem function, the greater the logical power of
each circuit. Logical power of a circuit is en-
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Fig. 8. Circuit topology.

hanced by the circuit's ability to do wired logic,
i.e., in certain types of circuits, it is possible
to achieve AND or OR operations by wiring out-
puts together. The emitter-follower output of a
current switching circuit can be combined to
provide an output OR. The availability of both
true and complemented outputs also reduces the
number of circuits required. The aobjective of
most circuit development has been to develop
circuits with good logical power and that can be
manufactured at low cost.

Power dissipation of circuits has become of
increasing concern because of the greatly in-
creased packing density made possible by hybrid
and monolithic technologies. This is discussed
more fully in the section on Packaging.

"The primary advances in circuits have been:

a. Achievement of high performance designs in
fully monolithic structures.

b. Increased recognition and use of wired logic.

c. Increased recognition of the effects of wiring
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on circuit performance and the development
of transmission line techniques compatible
with high performance, low power, mono-
lithic circuits,

4.2, Isolation methods

The monolithic fabrication process can fabri-
cate many components closely spaced on a com-
mon silicon surface. The elements in discrete
or hybrid circuits were physically isolated by
space. Negligible coupling occurred between
components. In monolithic components, electri-
cal isolation is obtained by separating compo-
nents by back-biased P-N junctions. These junc-
tions provide some capacitive coupling between
the isolated components. Several methods of re-
ducing this interaction have been proposed, such
as replacement of the P-N junctions with a low-
dielectric insulator or complete air isolation as
is achieved in the beam lead process [9,10). All
alternatives to P-N junction isolation disclosed
to date involve more complex processing. In
practice, the effects of junction isolation can be
made so small that subnanosecond circuits ap-
pear possible with its use.

MOS devices do not require the use of isola-
tion diffusions to achieve electrical isolation [11].
The single diffusion used in the fabrication of the
devices forms a junction with the substrate; the
junction is biased in its high-resistance region
over the normal-device-operating region. This
characteristic of MOS devices enables them to
be fabricated with generally higher density than
is achievable with bipolar transistors.

4.3 . Levels of integration

The industry has moved from one circuit per
chip to 2-4 circuits per chip now in computers,
with 10-40 circuits a proven reality and in pre-
paration for use in systems on the drawing board.
Serious work is progressing towards the 100 or
more circuits per chip area. This latter develop-
ment has been givén the qualitative name of Large
Scale Integration (LSI), where "Large" is a ra-
pidly moving target (see fig. 9). The statistics
are even more impressive when expressed in ac-
tual components per chip for logic,- memory,. and
advanced development (see fig. 10). Regardless
of where the degree of integration will wind up
(if it has a limit), integration offers the possibil-
ity of reducing circuit costs to a few cents a cir-
cuit, of improving reliability, and of offering the
ultimate in high-speed performance. While LSI
might be capable of meeting all these goals, it
is not obvious at this time how to reach the mil-
lennium. Several conflicting requirements must
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be resolved before LSI canachieve its full poten-
tial:



