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' all or, if they. have, need a re

'Pre'face v

" The student wdlmg to learn somethmg about multivariate analysis wxll find no dearth

 of textbooks and monographs on the subject. From introductory to advanoed theoretical

to applied, general to specific, the field has been well covered.

‘However, most of these books assume certain mathematical prerequxsxtes—typxcally
matrix algebra and introductory calculus. Single-chapter reviews of the topics are usually
provided but, in turn, presuppose a fair amount of advance preparation. What appears to
be needed for the student who has received less exposure is a somewhat more elementary .
and lelsurely approach to developing the necessary mathematlcal foundations of appliéd -
multivariate analysis.

The present book has been prepared to help students with those aspects of
transformational geometry, matrix algebra, and the calculus that seem most relévant for
the study of multivariate analysis. Since the author’s interest is in applications, both the
material selected for inclusion and the point of view from which it is presented reﬂect
that orientation. -

The book has been prepnid for students who have either taken no matrix algebra at ‘

esher program that is between a full-fledged matrix algebra
course and the highly condensed review chapter that is often found in multivariste
textbooks. The book can serve as a textbook for courses long enough to permit coverage -

.of precursory .mathematical material or 82 supplement to general textbooks on

multivariate analysis.

The title was chosen rather carefully’ and helps demarcate what the book is not as
much as what it is. First, those aspects of linear algebra, geometry, and the calculus that
are covered here are treated from a pragmatic viewpoint—as tools for helping the
applications researcher in the behavioral and business disciplines. In particular, there are
virtually no formal proofs. In some cases outlines of proofs have been sketched, but
usually small numerical examples of the various concepts are presented. This decision has

. been deliberate and it is the author’s hope that tlie instructor will complement the
material with more formal presentations that reflect his interests and perceptions of the

technical backgrounds of his students.
xi
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The book consists of six chapters and two appendrxes Chapter 1 mtroduees the toprc
of multivariate analysis and presents three small problems in multiple regression, principal -
components analysis, and multiple discriminant analysis to motivate the mathematics that
subsequent chapters are designed to supply. Chapter 2 presents a fairly standard
treatment of the mechanics of matrix algebra including definitions and operations on

ectors, matrices, and determinants. Chapter 3 goes’ through much -of this same material

%t from a geometrically oriented viewpoint. Each of the main ideas in matrix algebra is
illustrated geometrically and numerically (as well as algebraically). .

Chapters 4 and 5 ‘deal with the central topics -of linear transfonnatlons ancl
eigenstructures that are essential to.the understanding of multivariate, techniques. In .
Chapter 4, the theme of Chapter 3 receives ‘additional atténtion as various matrix
transformations are illustrated - geometrically. This same (geometric) orientation is
coftinued in Chapter 5 as eigenstructures and ‘quadratic forms are descnbed conceptually '
and illustrated numerically.

Chapter 6 completes the cycle by retuming to the three apphed problems presented in
Chapter 1. These probleéms are solved by  means of the techniques developed in’ Chapters
2-5, and the book concludes with a further discussion of the geometnc aspects of linear
transformations.

Appendix A presents supporting material from the calculus for denvmg various matnx
equations used in the book. Appendix B provides a basic discussion o, solving sets of
linear equations and includes an introduction to generalrzed inverses. Numerical exergises
appear at.the end of each chapter and represent an integral part of the text. With the
student’s interest in mind, sclutions to all numerical problems are provided. (After all, it
was those even-numbered exercrses that used'to give us all the trouble!) The student i is
urged to work through these exercises for purposes of conceptual as well as numerrcal
reinforcement.

Completion of the book should provide both a techmcal base for tackling most
apphcatlons-onented multivadate texts and, more importantly, a geometric perspective
for aiding one’s intuitive grasp ‘of multjvariate methods. In short, .this book has been.
written for the student in the behavrora’l and administrative sciences—not the statistician
or mathemancran If it can help illuminate_ some. of the matenal in current mulfivariate
textbooks that are desrgned fot this type of reader the author s ob;ecnve will have been
well satisfied.
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CHAPTER 1

‘The Nature of Multivariate Data Analysis .

1.1 INTRODUCTION .

Stripped to their mathematical essentials, muiltivariate methods represent.a blending of
concepts from matrix algebra, geometry, the calculus, and statistics. In function, as well
as in’ structure, multivariate techniques form a unified set of procedures that can be
organized around a relatively few prototypical problems. However, in scope and variety
of application, multivariate tools span all of the sciences.

This book is concerned with the mathematical foundations of the subject, particularly
those aspects of matrix algebra and geometry that can help illuminate the structure of
multivariate methads. While behavioral and administrative applications are stressed, this
emphasis. reflects the background of the author more than any belief about special
advantages that might accrue from applications in these particular fields.

. Multivariate techniques are useful for: -

1. discovering regularities in the behavior of two or more variables; '

2. testing altemative models of association between two or more variables, includmg
the determination of whethér and how two or more groups (or cher entities) differ in
their “multivariate profiles.”

The former pursuit can be regarded as exploratory research and the latter as confirmatory
research. While this view may seem a bit too pat, multivariate analysis is concemed wnth
both the discovery and testing of patterns in associative data.

The principal aim of this chapter is to present motivational material for subsequent -
development of the requisite mathematical tools. We start the chapter off on a somewhat
philosophical note about the value of multivariate analysis in scientific research generally.

‘Some of the major characteristics of multivariate methods are introduced at this point,
.and specific techniques are briefly described in terms of these characteristics. . ‘

" 'Application of multivariate techniques is by no means confined to a single distipline.
In order to show the diversity of fields in which the methods have been applied, a number
of examples drawn from the behavioral and administrative sciences are briefly described.
‘Comments are also made on the trends that are taking place in multivariate analysis itself
and the implications of these developments for future application of the methodology.

We next tum to a description of three small, interrelated problems. that call for

_multivariate analysis, Each problem is described in terms of a common, miniature data
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“bank with integer-valued numbers. As simple as the’ problems are, it turns out that
developing the apparatus. necessary to solve them covers most’ of the mathematlcal'
concepts in multivariate analysrs that constitute the rest of the book ‘

1.2 MULTIVARIATE METHODS IN RESEARCH

It is difficult to imagine any type “of scientific inquiry that does not involve the
recording of observations on one or more types of objects. The objects may be things,
people; natural or man-made events. The selected objects—white rats, model airplanes,
biopsy slides, x-ray pictures, patterns of response to complex stimulus situations, ability
- tests, brand selection behavior, corporate financial activities—vary with’ the investigator’s
. discipline. The process by which he codifies the observations dees not. .

Whatever their ‘nature, the objects themselves are never-measured in total. Rather,
what is recorded are observations dealing with characteristics of the objects, such as
weight, wind velocity, cell diameter, location of a shadow on the lung, speed or latency of
response, number of correctly ‘answered questions, specific brand chosen, previous year’s
sales, and so on. It is often the case that two or more characteristics (e.g., weight, length,.
and heartbeat) will be measured at ihe same time on ‘each object being studied.
Furthermore, it would not be unusual to find that the measured’ characteristics were
associated.in some way; that is, values taken on by one vanable are frequently related to
values taken on by another variable.

“As a set of statistical techniques, multivariate data analysxs is strategrcally neutral
Techniques can be used for many purposes i -the behavioral and ‘administrative -
sciences--ranging from the analysis of data obtained from rigidly controlled experiments
to teasing out relatlonshlps assumed to be present in a large mass of survey-type data.
What can be said is that multivariate analysis is concemed with assoctauon among
multiple variates (i.c., many variables)."

.Raymond Cattell (1966) has put the matter well Hlstoncally, empirical work in the
‘behavioral sciences—more specifically, experimental psychology—has reflected two
_principal traditions: (a) the manipulative, typically bivariate approach of the researcher
viewed as controller and (b) the nonmampulatlve typically multlvanate approach of the_
researcher viewed as observer. ‘

Cattell points out three charactensucs that serve to dxstmgursh these forms of strateglc

mqurry

bivanate vetsus multlvanate in the type of data collected ,
2 - manipulative versus nomnterfenng in the degree of control exercrsed by the -
researcher,
3. . simultaneous versus temporanly successive in the trme sequence in whrch‘
" observations are recorded : : :

- Am'lysis of bivariate data can, of course, be viewed as a-special case of multivariate analysis.
- However, in this book our discussion will emphasize association among more than two variables. One
additional point—some multivariate statisticians restrict the term multivariate to cases mvolvmg more
_ -than a single ctiterion variable, Here, we take a broader view that includes multiple regressron and its
S ‘vanous extensions as part of the sub]ect matter of multivariate analysis. . :
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In recent years, blvanate analysis and more. rigid forms of controlled “inquiry have
~ given way to experiments and observational studies dealing with a comparatwely large
‘number of variables, not all of which may be under the researcher’s control. However, if
.one. takes a broad enough view of multivariate data analysis, onie that includes bivariate
analysis as a special case, then the conoepts and techniques of this methodology can be
useful for erther stereotype lndeed Cattell’s definition of an expenment as:

A recordmg of observatnons, quantitative . or quahtatrve made by defmed

‘ operatlons under defined conditions, and designed to permit non-subjective
evaluation of the existence or magnitude of relations in the data. It aims to fit these
relations to parsimonious models, in & process of hypothesrs creation or hypothesis
checkmg, .at least two alternatives berng logically - possible. . in checkmg this

fit....(p.9)

says ‘quite -a bit about the purview of multlvanate analysrs ‘That is, the process of
- -scientific inquiry should embrace the search for naturalistic regularmes in phenomem as
well as their incorporation into models for subsequent testing under changed conditions.
And in this ‘book we shall be as much, if not more so, interested in usirg multivariate
_analysis to aid the process of discovery (hypothesrs creation) as to ard the proeess of
_ confirmation (hypothesis testing).

~ The heart of any rultivariate analysrs consists of the data matnx or in some’ cases,
matrices.? The data matrix is a rectangular array of numencal entries whose informa-
tional content 'is to ‘be -summarized and portrayed in some way. For .example, in
umvanate ‘statistics the computation of the mean and standard devratron of a single
column of numbers is often done simply because we: are unable to comprehend the
meaning of the entire column of values. In so doing we often (willingly) forego the full

: information provided by the data in order to understand some of its basic characteristics,
such as central tendency and drspersron Srmrlarly, in multivariate analysis we often use
various - Surnmary measures—means, variances, covananees—ot' the .raw_data. Much of

_ multivariate analysis is concemed with placing in relief certain aspects of the associatron
among variables at the expense of suppressing less important details,

In virtually all applied studies we are concerned with variation in some characteristic,
be it travel time of a white rat in a maze or the daily sales fluctuations of a rétail store.
Obviously, if there is no variation in. the charactenstlc(s) under study, there is little need
for statistical methods. ‘

In multivariate analysis wé are often mterested in accounting for the variation in one .
variable or group of variables in- terms of covariation with other varrables When we
analyze associative data we hope to ¢ exPlarn ‘variation according to one or more of the .
following points of v1ew ' ‘

1. determination of the nature and degree of association between a set of criterion
. variables and a set of predictor vanables often called “dependent” and ‘independent”

B vanables respectively;

, 2. finding a function or formula by whrch we can estrmate vahies of the criterion
variablé(s) from values of the predrctor vanable(s)—thrs is usually called the regremon
.. problem;

* Much of this section s drawn froim Groen and Tall (1975).
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3. assaying the statistical “confidence” in the results of either or bath of the above
activities, via tests of statistical significance, placing confidence. intervals on parameter
estimates, or other ways.

In some cases of interest, however, we have no prior basis for distinguishing between
criterion and predictor variables. We may still be interested in their interdependence as a
- whole and the possibility of summarizing information provided by this interdependence
in terms of other variables, often taken to be linear composites of the original ones.

‘1.3 A CLASSIFICATION OF TECHNIQUES FOR
"~ ANALYZING ASSOCIATIVE DATA

The field of associative data analysis is vast; hence it seems useful to enumerate various.
descriptors by which the field can be classified. The key notion underlying the
classification of multivariate metheds is the data matrix. A conceptual illustration is
shown in Table 1.1. We note that the table consists of a set of objects (the m rows) and a
set of measurements on those objects (the n columns). Cell entries represent the. value X,' ;.
of object 7 on variable j. The objects are any kind of entity with charactenstlcs capable of
being measured. The variables are characteristics of the objects and serve to defirte the
objects in any specific study. The cell values represent the state of object i with respect to
variable j. Cell values may consist of nominal, ordinal, interval, or ratlo-scaied‘
measurements, or various combinations of these, as we go across columns.

By a nominal scale we mean categorical data where the only thing we know about the-
object is that it falls into one of a set of mutually exclusive and collecuvely exhaustive
categories that have no. necessary order vis  vis one another. Ordinal data are ranked data

1 where all we know is that one object i has more, less, or the same' amount of some
variable j than some other object /. Interval scale data enable-us to say how much more
one object has than another of some variable j (i.€., intervals between scale values are
meaningful). Ratio scale d'ata enable ‘us to define a natural origin (e.g., a case in which

TABLE 1.1
Tllustrative Data Matrix

Variables
Objects 1 2 3 7 n
1 X11 x12 X13 ... Xgj... Xpp
2 X21 - X22 XxX23 ... Xzi P in
3 X3 X32 X33 ... X35 ... X3p
i Xi1 Xi2 Xi3 x4y Xin

m Xm1 Xm2 = Xm3... Xmj ... Xmn
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ob]ect i has zero amount of variable j), and ratios of scale values are meaningful. Each
higher scale type ‘subsumes the properties of those below it.- For example, ratio scales
possess all the propertles of nommal ordinal, and mterva] scales; in addition to a natural
- origin.
There are many descnptors by Whlch we can charactenze methods for anadlyzing
“associative data.® The following represent the more common bases by whjch the actmty
can be classified:

1. purpose of the study and the types of assertions desired by the researcher—what
kinds of statements does he wish to make about the data or about the universe from
which the data were drawn? o

2. focus of researth emiphasis—statements’ xegardmg the objects (1 e., the whole
profile or “bundle” of variatiles), specific variables, or both; -

-3. nature of his prior judgments as to how the data matrix should be partmoned in
terms of the type and number of subsets of variables;

4. number of variables in each of the partitioned subsets;

5. type of association under study—linear in the parameters, transformable to linear,
or “mhe:ently” nonlinear in the parameters; .

6. scales by which variables are measured—nominal, ordinal, interval, ratlo mxxed

- All of these descnptors relate to certain decisions required of the researcher. Suppose
he is interested in studying certain descriptive relationships among variables. If so, he
must make ‘decisions about how he wants to partition the set of columns (see Table 5 1)
into subsets. Often he will call one subset “criterion” -variables and the other subset

“predictor” variables.* He must also decide, however, on the number of variables to
include in each subset and on what type of functional relationship is to hold among the
parameters in his statistical model. '
_ Most decisions abou't associative data analysis are based on the researcher’s “pnvate
model” of how the variables are related and what features are ‘useful for study.S His
choice of various “public models™ for analysis—multiple regression, discriminant analysls

t"—;ls predicated on his prior knowledge of the characteristics of the statistical universe
from which the data were obtained and hxs knowledge of the assumptiof structure of
each candldate techmque

1.3.1 Researcher’s Objectives and Predictive Statements

We have already commented that the researcher may be interested in (a) measuring the
nature and degree of association between two or more variables; (b) predicting the values
of one or more cntznon variables from values of one or ioré pred1ctor variables; or (c)

3 'Anw:xeellent clamﬁcnhon, based on a subset of the descnptors shown here has been provided by
M. M. Tatsuokx and D.V. Tiedeman (1963). .

* As Horst (1961) has shown, relationships need not be restricted to two sets.

'S To some extent this i is true even of the scales along which the data are measured. The researcher
may wish to “downgrade™ data originally expressed on interval scales:to ordered categories, if he feels
that the quality of the data does not warrant the “strength” of scife in which it is originaily’ expressed.
In other cases hemy“upnade”daummdextoummhshaltechmque tlntassumesatypeof
measurement that is absent ongmally
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’ assessmg the. statxstrcal rehabrhty of an association between two or mdre. vanables In a.
‘specific study all three objectives may be pursued. In using.other technrques (i.e. ,,those h
dealing mainly with factor and cluster analysis), the researcher may merely wish to
-portray association in a more parsimonious way without attemptmg to make specrﬁc .
predictions or mferenua! statements ' '

l32 *Focusofkese'arch lntei’ést '

‘Some’ multivariate techmques (e.g., multiple regressron) focus on assoclatron amongj
-variables; objects are treated- only as replications. Other techniques (e.g., clustér analysrs)- :
'focus on association among objects; information about specific variables is - usually,
although not. necessarily, suppressed. In still other instances one may wish to examine
mterrelatlonshlps among varrables objects and object—vanable combmatrons as well '

1.3‘.3 Nature of Assumed Prior Judgments or Presupp,ositions

In many cases the investigator is able to partition the data matrix into subsets of
columns (or rows) on the basis of prior judgment. For example, suppose the first column *
of Table 1.1 is average weekly consumption of coffee by households, and the other
columns consist of various demographic measurements of the m households: The analyst
~ may wish to predict average weekly consumption. of coffee from some linear composite

of then—1. remaining variables. If so, he has used his presuppositions regarding how the
dependence i is to be described and, in this instance, might employ multiple regression.
, In most cases the number of subsets developed from the data matrix partitioning will’
be two, usually labeled as criterion and predictor- vanable subsets. However techmques
have been designed to summarize association in cases mvolvmg more than two subsets of :

. data.

Finally, we may ‘have no reasonable basis for partrtxomng the data matnx mto criterion
or predictor variables. Qur ‘puzpose here may be merely to group objects into “similar” -

subsets, based on . their correspondence over the whole profile of variables. Altematlvely,

we may wish to portray the coluimns of the data matrix in terms of : a smaller number off_' :

‘variables, such as linear combinations of the original set, that retain. .most of the
information in the original data _matrix. Cluster analysis and factor analysrs respect:vely, )
are yseful techmques for these purposes )

134 Number of Vanables in Partitioned Subsets

Clearly, the term “assocrauon .implies. at. least two' dmractenstres—for example a
single criterion and a smgle predictor variable, usually reférred to as bivariate data. In
other cases inyolving two subsets of variables, we may wish to study association between
‘a single criterion and more than one predictor. Or we may wish to study assocratron '
between composites of several criterion variables and composites of several predictor .
variables. Finally we may want to. study the relahonshrp between several criterion .
variables and a single predictor variable.” -

Of course, we _may elect not to divide the vanables at all into two or more subsets,
would be the case in factor analysrs Furthermore if we do’ elect to partrtlon the matnx '
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' and end up with two or -more variables in a particular subse; what we are usually

concemed with are various linear composites of the vanables in that subset and each ‘

composxte s assocnatnon wnth other vanables

1.3, 5 Type of Assoclatlon

Most of the models of multlvariate analysis emphasize linear relatxonslups among the
-variables, The assumption of linearity, in the parameters, is not nearly so restrictive as it
‘may seem.® First, various prellmmary transformations. (e.g., square root logarithmic) of
the data are possible in ordér to achieve linearity in the parameters.” Secorid, the use of
“dummy”’ vanables, coded, for example, as elementary polynOmlal functions of the

“real” variables, or mdxcatmg category membersmp by patterns of zeroes and ones, will .

enable us to handle certain types of nonlinear relationships .within the framework of a
linear model. Third a linear model is often a good apprommatlon to anonlmear one, at
-least over restncted ranges of the vanables in questlon '

1.3.6" Types of Scales
“"Returning to the data matrix of Table 1.1, we now are concerned with the scales by

which . the - characteristics are - represented. Since all of the multivariate- statistical
techniques to be discussed in this book require no stronger form of measurement than an

interval scale, we shall usually be interested in the following types: (a) nominal, (b).

ordinal, and (c) interval. In terms of nominal scaling we shall find it useful to dlstmgulsh
between dichotomies and (unordered) polytomies, the latter categonzatxon mvolvmg
more than two classes.

This distinction is important for three reasons. First, many-of the statistical techniques '

for analyzing associative data are amenable to bmary -coded (zero-one) variables but not -

to polytomies. Second, any polytomy can be recoded as a set of dichotomous “dummy”

variables; we shall describe how this recoding is done in the next section. Third, when we .

discuss geometrical representations of variables and/or objects, dichotomous variables can'

be handled within the same general framework as interval-scaled variables.

Finally, mention should be made of cased in which the analyst must contend with-

mixed scales”in the criterion subset, predictor subset, or both. Many multivariate
techniques—if not. modified for thxs type of application—lead to rather dubious results
under such circumstances.

¢ By linear in the parameters is meant that the b s in the expressnon y=b,x, + b,x, *+ byx,

are each of the first degree. Similarly, z =b Pt bpxt ! is still linear in the parameters since

each b; continues to be of the first degree even. though x; isnot. !
* For example, the complicated expression y = axbec* (with both @, x > 0) can be “linearized” as
In y=1na+b In x +cx and, as shown by Hoerl (1954), is quite flexible in approximating many

diverse types of curves. On the other hand the function y = ll(a +b X} s mherently nonlmear in the

parameters and cannot be “lmeanzed" by ttansformatlon



8 1. THE NATURE OF MULTIVARIATE DATA ANALYSIS

1.4 ORGANIZING THE TECHNIQUES

In most textbooks on multivariate analysis, three of the preceding characteristics are
often used as primary bases for technique organization:

1. whether one’s principal focus is on the objects or on the variables of the data
matrix;

2. whether the data matrix is partltloned into criterion and predlctor subsets, and
the number of variables in each;

3. whether the cell values represent nommal ordmal or interval scale measurements.

This schema results in four major subdivisions of interest: .

1. single criterion, “multiple predictor association, including multiple regression

analysis of variance and covariance, and two-group discriminant analysis;
" 2. multiple criterion, multiple predictor association, including canonical correlation,

multivariate analysis of variance and covariance, multiple discriminant analysis;

3. analysis of variable interdependence, including factor analysis, multidimensional
scaling, and other types of dimension-reducing methods;

4. analysis of interobject similarity, including cluster analysis and other types of
object-grouping procedures.

The first two categories involve dependence structures where the data matrix is
partitioned into criterion and predictor subsets; in both cases interest is focused on the
variables. The last two categories are concerned with interdependence--either focusing on
variables or on objects. Within each of the four categories, various techniques are
differentiated in terms of the type of scale assumed.

1.4.1 Scale Types
Traditionally, multivariate methods have emphasized two types of variables:

1. more or less continuous variables, that is, interval-scaled (or ratlo—scaled)-
measurements;
2. binary-valued vanables coded zero or one.

The reader is no doubt already familiar with variables like length, weight, and helght that
can vary more or less contmuously over some tange of interest.

Natural dichotomies such as sex, male or female, or marital status; single or marned
are also familiar. What is perhaps not as well known is that any (unordered) polytomy,
consisting of three or more mutually exclusive and collectively exhaustive categories, can
be recoded into dummy variables that are typically coded as one or zerd. To illustrate, a
person’s occupatlon cla551ﬁed into five categories, could be coded as:

Dummy variable

Category 1 2 3 4
Professional 1 0 0°0
Clerical 01 0 O
Skilled laboter 0 01 0
Unskilled taborer 0 0.0 1
Other 0D 0O 0 o



