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ForREwORD

Computer Architecture and Design is a fine introduction to today’s
computers. The book is based on the microprocessor, a component built
on a single, very-large-scale integrated circuit with several hundred
thousand transistors, but this is in no way limiting and in fact is likely to
turn out very forward looking. In the next few years all but a few
supercomputers and the ageing, traditional mainframes and mini-
computers which serve as ‘code museums’ for the last three decades of
programs and data will be built on the microprocessor.

According to. the Preface, Professor van de Goor’s book is aimed
at introductory courses in computer architecture and design. I feel it goes
well beyond this level given its approach, insight, breadth and extensive
references. It should be useful to anyone engaged in the design of systems
using microprocessors. While the book uses the Motorola 68000
microprocessor as the core, with extensions using the VAX architecture,
an overall taxonomy for the various architectural dimensions is always
provided to give the reader a full view of architecture,

The 68000 is a justifiable model to use since it is the core of three
revolutionary machines: the workstation (Apollo and SUN), the finest
personal computer (Apple Mac) and a fully fault-tolerant computer
(Stratus). In addition, the structure of nearly all microprocessor-based
systems today is around Motorola’s VME bus, which is described along
with the more elegant, but less used, Nubus. Justifiably absent is the /O
processor as embodied in the Intel and IBM 360 . . . 3090 Series channels
- these structures, although complex, are not especially interesting or
useful to anyone except their designers.

In five years, I suspect that virtually all important new computers
will utilize a simple pipelined architecture ~ the RISC or reduced
instruction set computer. Several new companies (for example, MIPS
Computer) and nearly all semicomputer companies (for example,
Motorola 88000) are introducing microprocessors using this approach.
Chaper 15 provides the basis for understanding this shift.

I beartily recommend this book. All the important basic principles
are introduced and described in a well-developed context by an
experienced teacher and fine engineer who understands how to build
computer systems.

C. Gordon Bell
‘Vice President R & D,
Ardent Computer
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PREFACE

The advances achieved in computer systems have been very remarkable.

Since the jintroduction of the first electronic computers in the 1940s, they

have now reached a point of general acceptance to the extent that high
school curricula include courses to familiarize students with the use of
computers for applications such as text processing and database
management. Courses in problem solving are also being offered, using
programming languages such as BASIC or Pascal. It is safe to predict that
many introductory college level computer science subjects will be
included in the curricula of high schools.

This trend, however, causes an upward pressure on the material to
‘be covered at the college level. The low price and wide acceptance of
microprocessors creates a need for their architecture and organization to
be covered in greater depth. The aim of this book is to allow computer
science, computer engineering and electrical engineering students, and
practising professionals, to master the terminology and concepts used to
describe computers, and to provide them with a frame of reference for
evaluation and comparison.

Aims and audience

The progress in technology has enabled microprocessor systems to have a
level of functionality and performance ohly achievable by large computers
of a previous generation. Packaging density has reached the point where
a single microprocessor chip includes, in addition to the CPU, caches,
memory management facilities, multiprocessor support and support for
extended functionality (for example, floating-point operations) via a co-
processor interface. In order to achieve a high execution speed,
acceleration mechanisms such as pipelining and prefetching are used.

It is the aim of this book to provide a foundation for understand-
ing, evaluating and comparing alternative design principles used by state-
of-the-art microprocessors and minicomputers. Studying the manufac-
turer’s manual on a new microprocessor then becomes a process of
recognition and classification.



X

PREFACE

Rather than basing the text on a theoretical computer, the
architectures of current microprocessors and minicomputers with a
widespread acceptance have been used. Examples are tuken primarily
from the Motorola MC68000 family, abstracted to the relevant level of
detail. The DEC VAX-11 architecture has been used as a second source,
while examples from other architectures are used only to illustrate
important concepts or alternatives. Although the Intel 80X86 architecture
is being used- widely in many personal computers, it is less suited to
illustrate important architectural concepts because of its irregularities and
inconsistent structure. Programming examples are mainly given using the
language Pascal. ’

The material is presented at a level und depth suitable for
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intermediate and advanced undergraduate courses in computer science,
computer engineering and clectrical engineering curricula. Currently, the
book is being used as a text for two courses: Computer Architecture
(covering Part One, Part Two and the first chapter of Part Three) and
Computer Organization (covering the remainder of the book). The
material in Part Three (operating system interface), Part Four (buses),
Part Five (acceleration) and Part Six (trends) has been presented in such
a way that each part can be taken in isolation as an optional subject for a
course. The first chapters of Parts Three and Five serve as an
introduction/overview for the remaining chapters of those parts. These
remaining chapters are also organized so that they can be taken in
isolation. The flowchart opposite shows some possible paths through the
book.

The material in this book is complementary to that covered in
courses on compilers and operating systems. When a bottom-up approach
is taken, these courses can be given after the courses covering the
compiler and operating system interface. When a top-down approach is
preferred, compilers and operating systems should be covered first.

The reader should have some knowlcdge of programming lan-
guages and preferably some understanding of computer hardware at the
introductory level. '

Practising professionals can use the book to keep up to date with
the latest developments in computer architecture and organization, and to
become aware of how these developments interrelate.

Organization

The book is organized into several parts. Part One provides an
introductory overview. Part T'wo discusses the compiler interface. Part
Three covers the operating system interface. Part Four discusses buses
and can be seen as the hardware interface. Part Five covers acceleration
mechanisms, while Part Six covers modern trends, with the accent on
non-conventional architectures.

A special language, such as IPL or ISP, could have been used for
describing the operation of instructions. Instead. a notation similar to that
used in processor manuals has been chosen, because it is closer to the real
world and easier to learn. Rather than including a special chapter on the
history of computers, the historical evolution of the different concepts is
presented together with those concepts. Each chapter starts with an
overview of the topics to be discussed and ends with a summary and a set
of exercises. The solutions are available at the back of the book to aid
self-study. A Glossary of terms has been added for the reader’s
convenience. An overview of the MC68020 has been included in
Appendix A to give the reader a frame of reference for a complete
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architecture. This appendix is not intended to be comprehensive. Special
topics are covered in Appendix B.

Part One Intreductory

Chapter 1, Introduction, defines computer architecture and intro-
duces a set of quality measures, followed by a classification of
computer architectures.

Chapter 2, Machine Levels, addresses the levels of abstraction in
computer systems (machine levels), together with an analysis of the
proper choice of the level to be supported by the architecture. It
also addresses software portability.

Part Two The Compiler Interface

Chapter 3, Data Representation, illustrates the way in which data,
as defined in high-level languages, is represented at the computer
architectural level. It also covers data structures, such as stacks and
queues, which support the run-time system.

Chapter 4, Machine Languages, introduces the basics of instruction
set design without going into detail into the different classes of
instructions. Instruction formats, the number of operands, and the
specification alternatives for opcode, data type, data location and
data value are presented.

Chapter 5, Addressing, introduces the notion of addressing and
addressing modes, together with mechanisms for compact specifica-
tion of operands (which includes addresses). Addressing modes are
used for accessing data elements in- arrays, records and stacks. In
addition to the MC68000, the VAX-11, NS32000 and .Nebula
architectures are used to illustrate implementations of addressing
mechanisms. ,

Chapter 6, Operations on Data, covers operations on data. It
describes the classes of operations, such as move, logical and
arithmetic, together with the properties of each class. The effect of
multiple-precision arithmetic on data representation is shown, and
the handling of range and domain errors is treated.

Chapter 7, Program Flow Control, covers the sequence of
instructions, condition codes, conditional operations, such as
branches, and architectural support for iteration mechanisms.
Chapter 8, High-Level Program Structures, deals with groups of
instructions — that is, procedures and modules. Binding mechan-
isms, run-time models and subroutines, and function and module
mechanisms are presented conceptually and illustrated with
examples from the MC68020 architecture.



Part Three The Operating System Interface

Chapter 9, Operating Systems, presents the architectural support for
operating systems: process protection, synchronization and switch-
ing. It also covers interrupt handling and virtual machine monitors.
Chapter 10, Memory Management, covers input and output device
properties and different types of I/O operations — that is,
programmed, overlapped or autonomous I/O. Issues such as /O in
virtual or physical space and properties of I/O processes are
addressed.

Chapter 11, Input/Output, introduces virtual memory and discusses

the mapping of virtual addresses on to physical addresses.

Relocation, paging and segmentation are presented as mapping
mechanisms. Memory protection alternatives are also presented.
The introduced concepts are illustrated with some current imple-
mentations.

Chapter 12, Exception Handling, covers error and exception
handling, together with program debugging support (which typically
uses a similar mechanism).

Part Four The Hardware Interface

Chapter 13, Bus Systems, introduces the basics of bus systems -
concepts such as arbitration, addressing, data transport, interrupts
and error handling are presented. Examples are taken from the
Multibus I, the Nubus and the IEEE-488 bus, while the VME bus
is covered in more detail to show how the different concepts fit

together.

Part Five Acceleration

Chapter 14, Acceleration Mechanisms, starts with an overview of
how program execution can be accelerated and is followed by a
discussion of the acceleration mechanisms that can be found at the
implementation level of a computer system. It includes caches,
pipelining, interleaving and co-processors. The chapter ends with a
discussion of the acceleration mechanisms used in the MC68000
family. Some of the concepts introduced in this chapter are
detailed in Chapters 15 and 16.

Chapter 15, Reduced Instruction Set Computers, presents the
basics behind reduced instruction set computers (RISC). It shows
how compiler technology can be used to simplify the hardware and
to achieve faster instructions. Register windows and delayed
branches are presented, together with the RISC II architecture
used to show the synergism of the RISC concepts.

Chapter 16, Multiprocessor Systems, is devoted to multiprocessor

" systems, with special attention being paid to interconnection
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networks and tightly coupled multiprocessor systems with shared
memory. Data consistency issues are also discussed.

Part Six Trends

° Chapter 17, Architectural Trends, covers trends. It starts with an
analysis of the Von Neumann model, indicating its shortcomings.
A new taxonomy is presented, based on the work of Treleaven,
which allows for the classification of newer computational models.
A short description of each of the eight models is given.
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PART ONE
INTRODUCTORY

CHAPTER 1 INTRODUCTION
CHAPTER 2 MACHINE LEVELS

The introductory part of this book defines the notion of computer architecture and
distinguishes the three design levels (architecture, implementation and realization)
involved in the process of evolving from idea to finished product. It describes the
characteristics a good architecture should have and outlines a classification of
traditional architectures.

The different levels of abstraction in a computer system, which are also called
virtual machines, are presented. Computer architecture is defined to be the highest
level of abstraction that is implemented in hardware. Conversion mechanisms to go
from higher to lower levels of abstraction are described in relationship with the
problems of software portability to a new architecture.







