CONTEN

Preface Xvii
CHAPTER 1 INTRODUCTION 1
1.1 Statistics Are 2
1.2 Statistics Is 2

Descriptive Statistics ¢« Probabilitv » Statistical Decision
Analvsis ¢ Population, Sample, and Statistical Inference

1.3 Why Study Statistics? 7

1.4 Looking Ahead 10

. 1.5 Problems 10

CHAPTER 2 DATA ANALYSIS 11
2.1 Introduction 12

2.2 Rounding Numbers 12

23

2.4
25

2.6

Rules for Rounding Decimal Numbers ¢« Rules for Rounding

Whole Numbers

Significant Digits and Approximate Caiculations 14
Significant Digits + Rounding Results of Multiplication and

Division * Rounding Results of Addition and Subtraction

Rules for Calculations Involving Approximate Numbers

Problems 17
Ratios 17
The Word per in Ratios « Conventional Bases for Ratios «

Rates » Compound Units ¢ The Arithmetic Average

Percent 20
Conversion + Pereent of « Percent Change or Difference ¢

Percent brror « Percentage Relatives »

Percentage Points  * Percentage Distributions



CONTENTS
2.7 Problems 25
2.8 Comparisons: Other Things Equal 27
The White Sheep Effect + The Proportionality Assumption
The Need for Comparisons
2.9 Tabutar Analysis 30
2.10 Variability 31
2.11 Problems 32
2.12 Summary 34
2.13 Review Problems 35
CHAPTER 3 DATA SUMMARIZATION:

FREQUENCY DISTRIBUTIONS 39
3.1 Introduction 40
3.2 Frequency Distributions: An tllustration 40
3.3 Constructing a Frequency Distribution 42

Setting Up the Classes ¢ The Tally Sheet and Frequency
Distribution + Trving Different Between-Class Widths +
Class Intervals = Points to Keep in Mind + Unequal Class
Intervals + Relative Frequency Distributions + Qualitative
Frequency Distributions
3.4 Frequency Distribution Charts 51
Histograms + Frequency Polygons + Cumulative Frequency
Distributions
3.5 Smooth Frequency Distribution Curves 55
Normal Curves * Skewed Distributions * Other Distributions
3.6 Data Analysis by Computer 59
3.7 Problems 60
3.8 Summary 63
3.9 Review Problems 64
CHAPTER 4 DATA SUMMARIZATION: MEASURES OF

CENTRAL TENDENCY AND VARIABILITY 67
4.1 Introduction 68
4.2 Summation Notation 68
4.3 The Arithmetic Mean (Arithmetic Average) 70

Formula for the Arithmetic Mcan « Total Value Property of u:
3, =Npu + 'The Average and Marginal Addition -«
The Average as a Balance Point + Effect of Outliers -
The Weighted Average * Combining Averages ¢
Approximating the Average for Grouped Data
4.4 The Median 77

Determining the Median from an Array  + Effect of
Outlicrs + Fractiles «  Approximating the Median for
Grouped Data



CONTENTS

ix

A5
4.6
4.7
4.8
4.9

410

4.11
412

4.13
4.14
4.15

The Mode

Comparing the Mean, Median, and Mode

The Geometric Mean

Problems

The Standard Deviation

Standard Deviation Formulas for Ungrouped Data -«
Approximating the Standard Deviation for Grouped Data
Using the Standard Deviation

Normal Distribution Percents © The Chebsshev Ineguality
Effect of a Constant on x and o

Other Variability Indicators

The Mean Absolute Deviation, Interquartile Range, and
the Range <« Relative Variability

Problems
Summary
Review Problems

CHAPTER 5 PROBABILITY

5.1
5.2

5.3

54
5.5
5.6
57
5.8
5.9
5.10
5.11
5.12

5.13

5.14
5.15
5.16
5.17
5.18

introduction
Meanings and Sources of Probabilities

Experiment and Event ¢ Relative Frequency Definition of

Prohability + Subjective Probabilities « Probability and Odds

Probability Requirements

Mutually Exclusive, Collectively Exhaustive Events  «
Simple Random Selection

Event Probability Symbols

Joint Events

Mutually Exclusive Events

Conditional Probability

The Probability of X or Y

Problems

A Probability Table

Rule forP(X or Y)

Rules for Conditional and Joint Event Probabilities
Conditional Probabilities * Joint Event Probabilities
Independent and Dependent Events

Complementary Events
Meaning of Complementary Events » The Probability of at

Least One Occurrence in Repeated Trials « Complementary

Events Conditioned on the Same Event

Total Probability as the Sum of Joint Probabilities
Rules for More than Two Events

Problems

Tree Diagrams

Word Problems in Probability

80
82
82
85
89

93

97
98

99
102
104

107

108
108

111

112
113
114
114
115
115
116
116
117

122

124
125
125
128
130



CONTENTS

5.19 Bayes’ Rule

A First View of Baves’ Rule + Another View of Baves’ Rule

5.20 Problems
5.21 Summary
5.22 Review Problems

CHAPTER 6 INTRODUCTION TO STATISTICAL
DECISION ANALYSIS

6.1
6.2

6.3
6.4
6.5
6.6
6.7
6.8
6.9

Introduction

Expected Value

Formula for Expected Value + Use of Tree Diagrams -
Expected Monetary Value

Problems

The EMV Decision Criterion

Decision Trees for the EMV Criterion

EMV May Not Be a Satisfactory Criterion
Certainty Equivalent for a Chance Situation
Utility and the Expected Utility Criterion
Attitudes toward Risk

6.10 Problems
6.11 Summary
6.12 Review Problems

CHAPTER 7 DISCRETE PROBABILITY DISTRIBUTIONS

71
7.2

7.3
7.4
7.5

7.6
7.7

7.8
7.9

Introduction
Random Variables

Meaning of Random Variable * Types of Random Variables
Discrete Probability Distributions

Number of Arrangements, (7)

The Binomial Probability Distribution

The Binomial Probability Formula » Using the Binomial
Formula * Binomial Tables * Acceptance Sampling °
The Mean and Standard Deviation of a Binomiial Distribution
Problems

The Poisson Probability Distribution

The Poisson Binomial Approximation Formula

The Poisson Process Formula

Problems
The Hypergeometric Probability Distribution

7.10 Problems
7.11 Summary
7.12 Review Problems

136

142
145
146

151

152
152

157
158
161
169
170
171
176
178
182
183

187

188
188

189
190
193

205
207

215
217
221
221
223



CONTENTS xi
CHAPTER 8 THE NORMAL DISTRIBUTION AND
OTHER CONTINUOUS PROBABILITY
DISTRIBUTIONS 226
8.1 Introduction 227
8.2 Continuous Probability Distributions 227
8.3 Parameters of Normal Probability Distributions 229
8.4 The Standard Normal Probability Distribution 230
The Standard Normal Variable z + Table of Probabilities for
the Standard Normal Distribution + Using the Standard
Normal Table
8.5 Inverse Use of the Standard Normal Probability Table 238
8.6 Problems 244
8.7 Normal Approximation of Binomial Probabilities 247
Approximating Heights by Areas ¢ Computing the
Approximation + Situations where the Normal Approximation
Can Be Used
8.8 Two More Continuous Probability Distributions 254
The Uniform Distribution ¢ The Exponential Distribution
8.9 Probability Distributions, a Recapitulation 257
8.10 Problems 257
8.11 Summary 259
8.12 Review Problems 261
CHAPTER 9 SAMPLING METHODS AND
SAMPLING DISTRIBUTIONS 265
9.1 Introduction 266
9.2 Random Sampies 266
Meaning of Random Sample * Simple Random Samples *
Systematic Random Samples * Stratified Random Samples *
Random Cluster Samples
9.3 Nonrandom Samples 273
9.4 Problems 274
9.5 Parameters and Statistics 275
9.6 The Sampling Distribution of the Mean 276
9.7 Relationships between the Population and the
Sampling Distribution of the Mean 278
Population and Sampling Distribution Means + Population and
Sampling Distribution Standard Deviations
9.8 Summary of Sections 9.6 and 9.7 281
9.9 Normal Distributions of x 283
9.10 Using the Distribution of x 283
9.11 Sampling Distribution of the Proportion 288
9.12 The Importance of Sampling Distributions and
Standard Errots 292
9.13 Problems 292
9.14 Summary 294
9.15 Review Problems 296



xii CONTENTS
CHAPTER 10 STATISTICAL INFERENCE: ESTIMATION 298
10.1 Introduction 299
10.2 Point and Interval Estimates of Population Parameters 299
Point Estimates + Interval Estimates
10.3 Problems 301
10.4 Confidence Interval Estimates of a Population Mean 302
Meaning of the Confidence Interval Estimate + Confidence
Interval Estimate of w, Normal Population, o, Known
Confidence Interval Estimate of u, Normal Population, o,
Unknown * Approximate Confidence Interval Estimate of u
10.5 Problems 317
10.6 Approximate Confidence Interval Estimate of a
Population Proportion 320
10.7 How Large Should the Sample Be? 322
Sample Size for Estimating a Population Proportion *
Sample Size for Estimating a Population Mean
10.8 Problems 328
10.9 Summary 330
10.10 Review Problems 332
CHAPTER 11 STATISTICAL INFERENCE:
HYPOTHESIS TESTING 335
11.1  Introduction 336
11.2 Null and Alternative Hypotheses 337
11.3 Type | and Type Il Errors 337
11.4 Probabilities of Type | and Type Il Errors 338
11.5 The Rationale of Hypothesis Testing 339
11.6 Performing a Hypothesis Test 342
11.7 The Level of Significance 345
11.8 Two-Tail Test of a Population Proportion 346
11.9 Problems 348
11.10 One-Tail and Two-Tail Tests of a Population Mean 350
Forms of Hypotheses ¢ The Test Statistic * One-Tail Test of
a Population Mean * Two-Tail Test of a Population Mean
11.11 Type Il Error Probabilities 356
11.12 Problems 362
11.13 Tests of the Difference in Two Population Proportions 364
The Distribution of the Differences in Sample Proportions ¢
The Hypotheses ¢ Sample Estimate of the Standard Error ¢
Sample Size * The Test Statistic * Performing Tests
11.14 Tests of the Difference between Two Population Means:
Independent Samples 372
Large Sample Tests + Small Sample Tests when oy = o
11.15 Paired Difference Tests of Two Population Means 378
11.16 Problems 380



CONTENTS

xiii

CHAPTER 12

CHAPTER 13

11.17 Summary

11.18

Review Problems

SIMPLE LINEAR REGRESSION

AND

124
12.2
123
124
12.5
12.6
12,7
12.8
12.9

12.10

1211
12.12
1213

12.14
12.1%

12.16
12.17
12.18

CORRELATION

Introduction

Simple Linear Equations

Estimating Equations

Fitting a Straight Line by the Least-Squares Method
Problems

Population and Sample Regression Lines

The Normal Regression Model

The Sample Standard Error of Estimate

Inferences about the Slope of the Population
Regression Line

Testing Hypotheses about B+ Confidence Intervals for a
Population Slope

Confidence Intervals for u, Given a Value of X
Confidence Interval for the Population Constant Term
Interval Predictions of Y Given a Value of X
Problems

Correlation Analysis

The Coefficient of Determination * The Correlation
Coefficient

Regression and Correlation Correspondences
Cautions to Observe in Regression and Correlation
Analyses

Assumptions ¢ Extrapolation ¢ Relevancy of Historical
Data + Misleading Interpretations of the Correlation
Coefficient * Correlation, Cause, and Nonsense
Problems

Summary

Review Problems

MULTIPLE AND CURVILINEAR REGRESSION

131
13.2
133

13.4
13.5

Introduction

Multiple Linear Regression Equations

Multipie Linear Regression with Two Independent Variables
Calculating @, by, and b, + The Standard Error of Estimate ¢
The Coefficient of Multiple Determination

Problems

Multiple Regression on a Computer

Inferences from Computer Output < 72, s, and the Regression
Equation * Testing the Independent Variables * Confidence
Intervals and Prediction Intervals

383
387

391

392
392
395
397
403
406
408
410

413

417

421
422
425

434

434

436
438
440

444

445
445
446

452
456



xiv

CONTENTS
13.6 Problems 461
13.7 Curvilinear Regression 464

Quadratic Regression Equations + Other Curvilinear

Regression Equations
13.8 Problems 470
13.9 Summary 472
13.10 Review Problems 474

CHAPTER 14 CHI-SQUARE TESTS FOR INDEPENDENCE

AND GOODNESS-OF-FIT 481
14.1 Introduction 482
14.2 The Chi-Square Distribution 482
14.3 Cell Counts for Independence 484
14.4 The Chi-Square Test for Independence 486
14.5 Testing the Equality of More than Two Population

Proportions 490
14.6 Problems 492
14.7 Goodness-of-Fit Tests 496

Goodness-of-Fit: Uniform Distribution ¢ Goodness-of-Fit:

Binomial Distribution * Goodness-of-Fit: Normal

Distribution *+ Goodness-of-Fit: Poisson Distribution
14.8 Problems 508
149 Summary 513
14.10 Review Problems 515

CHAPTER 15 ANALYSIS OF VARIANCE 519

15.1 Introduction 520
15.2 The ANOVA Concept 520
15.3 Calculating Variances and the Sample F Statistic 522

The Mean of the Sample Variances ¢ The Variance of the

Sample Means * The Sample F Statistic
15.4 The Distribution of the Sample F Statistic 525
15.5 Performing the ANOVA Test 528
15.6 Problems 530
15.7 ANOVA by Mean Squares 534

Method and Terminology » The ANOVA Table
15.8 Problems 540
15.9 The Kruskal-Wallis Test 545

The Hypotheses + The Sample H Statistic »

Performing the Test
15.10 Problems 549
15.11 Summary 552
15.12 Review Problems 553



CONTENTS XV
CHAPTER 16 NONPARAMETRIC TESTS 557
16.1 Introduction 558
16.2 Levels of Measurement 558
16.3 The Matched Pairs Sign Test 559
16.4 The Mann-Whitney Two-Sample Test 562
Rank Sum Distributions ¢ One-Tail Test * Two-Tail Test
16.5 Problems 568
16.6 The Spearman Rank Correlation Test 572
The Rank Correlation Coefficient *+ The Test
16.7 The Kendall Test of Concordance 575
The Hypotheses * The Sample Statistic and the
Decision Rule « The Test
16.8 The Runs Test for Randomness 579
The Hypotheses + The Sample Statistic and
the Decision Rule ¢ The Test
16.9 Problems 583
16.10 Summary 588
16.11 Review Problems 591
CHAPTER 17 INDEX NUMBERS 595
17.1 Introduction 596
17.2 Unweighted Price Indexes 596
The Unweighted Aggregate Price Index ¢ The Unweighted
Average of Relatives Price Index
17.3 Weighted Price Indexes 599
The Weighted Aggregate Price Index ¢ The Weighted Average
of Relatives Price Index
17.4 Using Price Indexes 603
Price Escalators * Purchasing Power of $1 + Deflating a
Dollar Value
17.5 Problems 605
17.6 Weighted Quantity Indexes 607
The Weighted Aggregate Quantity Index * The Weighted
Average of Relatives Quantity Index * Value Added Weighting
17.7 Productivity Indexes 609
Meaning of Productivity * The Labor-Hour Equivalents
Productivity Index + The Constant Dollars per Labor-Hour
Productivity Index
17.8 Problems 613
17.9 Current Index Numbers 615

The Consumer Price Index (CPI) * The Producer

Price Index (PPI) *+ The Implicit Price Deflator (IPD) -
The Federal Reserve Board Index of Industrial Production *
Stock Price Indexes



CONTENTS

CHAPTER 18

17.10 Problems
17.11 Summary
17.12 Review Problems

TIME-SERIES ANALYSIS

18.1 Introduction

18.2 Time-Series Components
Long-Term Trend ¢ Cycles * Seasonal Variation -«
Irregularities

18.3 Linear Trends
Coded Time Variable * Linear Trend Fquations +
Computing Trend-Line Equations

18.4 Problems

18.5 Quadratic Trend Equations

18.6 Comparing Trend Fits

18.7 Exponential Trends
Hand Calculators ¢+ Semilog Graphs ¢ Fxponential Trend
Equations » Computing Fxponential Trends

18.8 Problems

18.9 Moving Averages

18.10 Measures of Trend and Cycle

18.11 Ratio-to-Moving Average Measures of Seasonal Variation

18.12 Adjusting for Seasonal Variation

18.13 Short-Term Forecasting and Planning

Forecasting * Planning
18.14 Problems

18.15 Summary
18.16 Review Problems

Answers to Qdd-Numbered Problems
Tables

Index

621
622
624

627

628
628

632

638
640
644
644

650
653
654
658
660
661

663
667
669

673
701
723



INTRODUCTION

1.1 Statistics Are

1.2 Statistics Is

1.3 Why Study Statistics?
1.4 Looking Ahead

1.5 Problems



INTRODUCTION

Statistics: a group of
numerical data

Statistics: a field of
study

The median is one
descriptive statistic.
There are others.

Business executives and managers are decision makers. Administrators of
hospitals, colleges, and other organizations are decision makers. Decisions
are based on information, and much of this information is in the form of
numbers—numbers which are frequently called statistics or statistical data.
Thus, statistics are numbers. On the other hand, statistics is a field of study.
Students working toward decision-making careers take one or more courses
in statistics. I'll start by discussing what statistics are, then discuss what sta-
tistics is, and finally return to decision making.

1.1 STATISTICS ARE

The word statistics, which is derived from the word state, entered the
English vocabulary in the eighteenth century. It was used then, and still is
used, to mean one or more sets of numerical data on population, taxes,
wealth, exports, imports, crop production, and other items of interest to
state officials. Today we use the “set of numerical data” meaning when we
refer to baseball statistics, stock market statistics, production statistics, labor
statistics, and so on. In the plural, then, statistics, or statistical data, are
numbers—not abstract numbers such as those in a table of square roots, but
concrete numbers such as inventory counts, measurements, dollar prices
and dollar sales, interest rates, and average hourly wage rates.

1.2 STATISTICS IS

Statistics is a field of study. The main parts of this field of study are descrip-
tive statistics, probability, decision analysis, and statistical inference.

Descriptive Statistics

The Bureau of the Census has described the ages of people in the United
States population as shown in Table 1.1. The table does not show the ages of
every person. Instead, it provides an understandable summary description of
the ages of many millions of people. Now look at the numbers in the last
column—the medians. The top number means that in 1950, 50 percent of
the people in the population were under, and 50 percent were over, 30.2
years of age. The 50-50 meaning applies to all the medians. Run your eye
down the column and note that the median age first declined, and then rose.
The medians in Table 1.1 provide a very condensed summary description of
changes in ages.

The Bureau of the Census—a major statistical arm of the United States
government—projects a continuing rise in the median age for the re-
mainder of the century. Population and other data compiled by the Bureau
are used extensively by decision makers. For example, in deciding how to al-
locate funds for research and development, drug manufacturers are in-
fluenced by the growing numbers of older people. On the other hand, my
college—which followed a policy of expansion in the 1960s and early
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50,000 is zero—it has never occurred—mnot the 90 percent stated by the
businessperson.

Probability, as a subject area, develops rules for working with relative fre-
quency or degree-of-belief probabilities. These rules show how to use one or
more known probabilities to obtain an unknown but desired probability. As
an example, suppose there is a 0.9 probability—a 90 percent chance—that
a fire detector will function if there is a fire. Suppose also that the func-
tioning of one detector does not depend on whether another detector func-
tions. If two detectors are installed, you would expect the probability that at
least one (that is, one or the other, or both) will function to be greater than
0.9. Probability rules that we shall develop tell us that this is so and that the
desired probability is 0.99. Thus, there is a 99 percent chance that at least one
of two detectors will function if there is a fire.

As this simple example shows, probability itself (the numbers and the
rules) has useful applications. Moreover, probability is the foundation for
the more technical subjects in statistics—decision analysis and statistical
inference.

Statistical Decision Analysis

Many of us would decide to invest $1000 in a business which, in our opinion,
has a 99 percent chance of returning $10,000 to us during the coming year.
Few, if any, would make the same decision if the chance of the $10,000 gain
is only 1 percent. Similarly, a clothing store owner may decide to order 500
women’s dresses for the spring season because she believes there is a high
chance (say, 95 percent) of selling all, or most, of the dresses. The owner
knows that her profit might be doubled if 1000 dresses were ordered and
sold, but dismisses this opportunity for higher profit because the chance of
obtaining it is too small (say, 10 percent). Statistical decision analysis is con-
cerned with making a decision when alternative courses of action (e.g., how
many dresses to order) exist but the profits and the probabilities associated
with the actions vary. Generally, the higher the potential profit, the lower
the probability of achieving this profit. Decision analysis will be introduced
after your study of probability.

Population, Sample, and Statistical Inference

A statistical inference is a statement made about a population but based
upon information about a random sample selected from the population. The
terms population and random sample have very specific meanings in sta-
tistics.

Populations In everyday language, the word population means all the
people in a specific area. We use this meaning when we speak of the popula-
tion of New York City. In statistics, the word population has a broader
meaning. All the accounts in a bank make up a population of bank accounts.
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Problems in which
statistics are, and
statistics is, needed

Advocates use
statistics.

prove absolutely that smoking causes the disease. Researchers suspect tarry
substances in tobacco may be a cause. Nevertheless, the Surgeon General
made the decision to require the warning—and tobacco companies decided
to market and advertise low-tar cigarettes.

Item: In 1975, Social Security tax deducted from pavchecks was at the
rate of 5.85 percent on earnings up to a “wage base” of $14,100. In 1977,
Congress decided to raise the tax. Statistical data played an important role in
this decision. Higher taxes were needed because of increases in the number
and the proportion of persons eligible to receive Social Security payments.
Moreover, payments to eligible persons rise when prices rise; so price data
affected the decision. In 1980, the tax rate was 6.13 percent on earnings up
to $25,900. The rate is scheduled to rise through 1990. Furthermore, the
“wage base” will increase when the average wage level increases. You can
expect to pay higher Social Security taxes as time goes on.

The two items just cited relate mainly to decisions in government. A hint
of the range of business decision problems involving statistics is provided by
the following list.

1. Selecting locations for new stores, restaurants, warehouses, fire sta-
tions
Deciding whether to continue or cancel a new television series
Forecasting whether an economic recession is imminent
Negotiating a labor contract
. Determining what to charge (the premium) for fire, casualty, life,
health, and other insurances
Setting up airline schedules
Establishing sales quotas for regional sales territories
Deciding how long a replacement warranty to offer on a product
Selecting the appropriate media in which to advertise a product
Planning production schedules and raw-material purchases for the
next 3 months

11. Deciding which stocks to buy or sell, and when

12. Deciding the quantity of goods to be carried in inventory, and when

to reorder

13. Selecting new management trainees

14. Determining the quality of manufactured camera film when the

testing destroys the product

15. Deciding whether or not to market a new product

16. Deciding whether to publish a textbook and, if so, how many copies

to print

17. Deciding to start a new business

18. Determining what factors promote employee morale and motivation

Each of the listed items relates to making decisions. Statistical data also
are obtained and used by advocates to serve their purposes. By an advocate |
mean a person who argues for or defends a cause, proposal, or course of ac-
tion. In this meaning, Ralph Nader is a consumer advocate. Labor and man-
agement representatives become advocates when labor contracts are nego-
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tiated. To see advocacy involving statistics at work, let’s sit in on a contract
negotiation. The negotiators are Fran (for management) and Bob (for the
union).

Fran: Bob, we follow the consumer price index, just as you do. Prices have
been rising, and we go along with you for about a thirty-cent-an-hour
increase —maybe a little more—to compensate for increased living
costs. But we can’t go along with your demand for ten cents for what
you call sharing in increased productivity.

Bob: Just look at the company’s annual reports. Sales are up twenty per-
cent over last year, and the number of employees is just about the same;
so sales per worker are up. That’s what we mean by increased productiv-
ity. Our people do the work, and we demand our fair share of that in-
crease.

Fran: Come on, Bob, I just agreed that we would offer you an increase to
compensate for increased living costs —and now you turn the coin over.
All prices have increased, including the price of our product. The sales
increase you quote is due to price increases. It doesn’t mean that your
people are working harder and making more product per worker.

Bob: Even allowing for price increases, productivity still has increased.

Fran: That's not true, but I guess we are not going to be able to get together
on how to compute productivity statistics. Maybe we could agree on
having an impartial consultant prepare some figures we might agree on.

Bob: I'll speak to my people and get back to you on that.

Fran: What about this matter of increased hazard on the job? Our figures
show fewer accidents this year than last.

Bob: That's right, but if you figure the number of accidents per 1000
labor-hours worked, it’s higher this year than it was last year.

Fran: There is nothing unusual about that. The change was small, and
that rate always fluctuates a little from year to year.

Bob: I know that, Fran, but look at this chart for the last ten years. The rate
does fluctuate, but the important fact is that the trend has been defi-
nitely upward. It's about time the company either paid more attention to
safety or compensated us for increased hazard on the job.

We have listened to the discussion long enough to observe advocacy in-
volving statistics in action in one business context. But advocacy is wide-
spread. At one time or another most of us become advocates. If you want to
be an effective advocate, prepare yourself by obtaining relevant statistical
data.

1 should mention that statistics— numerical information— may be used
to mislead or deceive. Of course, nonnumerical information also may be
used for this purpose. However, probably because people feel that numbers
should be somehow “correct,” misleading by numbers is considered to be a
greater sin than misleading by words. A person may feel so strongly about
misleading uses of numbers that he or she comes to distrust—and



10

INTRODUCTION

disregard—all statistics. That’s burying one’s head in the sand. We should
be as critical of statistical information as we are of nonnumerical informa-
tion. We should neither trust all statistics nor distrust all statistics. The point
is well stated by W. A. Wallis and H. V. Roberts in their book Statistics, a
New Approach (The Free Press, Glencoe, Ill., 1956, p. 17). They write that
“he who trusts statistics indiscriminately will often be duped unnecessarily.
But he who distrusts statistics indiscriminately will often be ignorant un-
necessarily.”

1.4 LOOKING AHEAD

This book has been written for students—you—rather than for professional
statisticians. I will not ask you to learn mathematical proofs or do compli-
cated algebra. Simple algebra is all you will need to understand and use the
symbols and formulas found in the book. You will often be doing arithmetic
and taking square roots. A hand calculator will be extremely helpful.

When we start a new topic, I will explain what is involved, then give one
or more examples. Frequently, I will then ask you to do an exercise to help
you fix the topic in your mind. The answer is given with the exercise so that
you will not have to search for it. After a related group of topics has been dis-
cussed, a set of homework problems is provided. The answers to half of the
homework problems are given at the end of the book. Additionally, a set of
review problems covering a whole chapter appears at the end of each
chapter except this one. The review problems will help you prepare for
examinations.

This is an applied book. The examples, exercises, and problems are
drawn from a wide variety of applications of statistics. Applications help you
learn and give you a reason for wanting to learn. Look for applications in
your surroundings—the more you find, the more you will learn about sta-
tistics.

1.5 PROBLEMS

Distinguish between statistics plural and statistics singular.

What are the main sections of the field of study called statistics?

. What is a probability?

. With what type of decision is statistical decision analysis concerned?
In the statistical sense, what is a population?

What is a simple random sample?

. What is a statistical inference?
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